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  A balanced perspective cannot be acquired by studying disci-

plines in pieces but through pursuit of the consilience among 

them. Such unifi cation will come hard. But I think it is inevi-

table. Intellectually it rings true, and it gratifi es impulses that 

rise from the admirable side of human nature. To the extent 

that the gaps between the great branches of learning can be 

narrowed, diversity and depth of knowledge will increase. 

 —Edward O. Wilson,  Consilience  
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   To my parents 

 Who always stood behind me but were never too close 
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enormous amount from Al, and he remains a tremendous source of inspira-
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 The other is Bill Miller, whom I now have the honor of calling a colleague. 
Bill stimulated many of the ideas in these essays, either directly or indirectly. 
It’s one thing to write about how the mental-models approach helps inves-
tors, it’s quite another to use the approach to generate excess returns. Bill has 
done both, and for that he deserves all of the admiration he receives. 
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  I N T RO D U C T I O N 

 More Than You Know’s core premise is simple to explain but devilishly dif-
fi cult to live: you will be a better investor, executive, parent, friend—per-
son—if you approach problems from a multidisciplinary perspective. It’s 
the difference between moving into a fi xer-upper home with a full set of 
power tools versus a simple screwdriver. You are going to be a lot more suc-
cessful and effi cient if you have the proper tool for each job at hand.

The reality is that the majority of us end up with pretty narrow slices 
of knowledge. Most occupations encourage a degree of specialization, and 
some vocations, like academia, insist on it. And there are the time con-
straints. We are all so busy talking on the phone, answering e-mails, and 
going to meetings that we don’t have any time left to read, think, and play 
with ideas.

Following the publication of this book’s fi rst edition, a lot of readers 
contacted me to say they enjoyed the exposure to non-traditional ideas. 
Most people easily appreciate the value of diverse thinking. But many read-
ers view diversity as something that’s nice to have, not something that’s 
essential to success. In contrast, I have come to believe cognitive diversity is 
crucial to solving complex problems.

The case for cognitive diversity is based on theory and practice. In his 
book The Difference, social scientist Scott Page demonstrates the logic of 
diversity. He shows, using mathematical models, how and why diversity is 
necessary to solve certain types of problems. Page deftly nudges the diver-
sity discussion away from metaphor and anecdote toward grounded, time-
less theorems.

Notwithstanding Page’s theoretical contribution, you might ask whether 
there’s any actual evidence for diversity’s value in predicting the outcomes of 
complex problems. The answer, a resounding yes, is based on psychologist 
Phil Tetlock’s remarkable research summarized in his book Expert Political 
Judgment. Tetlock asked hundreds of experts to make thousands of predic-
tions about economic and political events over a fi fteen-year span. He then 
did something quite rude. He kept track of their results.
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Expert forecasters were, on balance, deeply unimpressive. But Tetlock 
found some were better than others. What separated the forecasters was 
how they thought. The experts who knew a little about a lot—the diverse 
thinkers—did better than the experts who knew one big thing.

Two sources in particular have inspired my thinking on diversity. The fi rst 
is the mental-models approach to investing, tirelessly advocated by Berkshire 
Hathaway’s Charlie Munger. The second is the Santa Fe Institute (SFI), a 
New Mexico–based research community dedicated to multidisciplinary col-
laboration in pursuit of themes in the natural and social sciences.

Charlie Munger’s long record of success is an extraordinary testament to 
the multidisciplinary approach. For Munger, a mental model is a tool—a 
framework that helps you understand the problem you face. He argues for 
constructing a latticework of models so you can effectively solve as many 
problems as possible. The idea is to fi t a model to the problem and not, 
in his words, to “torture reality” to fi t your model.

Certain character traits encourage the mental-models method to blos-
som. Fortunately, these are mostly traits you can choose: intellectual curi-
osity, integrity, patience, and self-criticism. Problem-solving success is not 
just a matter of IQ. As Munger notes, the great naturalist Charles Darwin’s 
worldview-changing results refl ect more his working method than his raw 
intellect. On the fl ip side, examples abound of smart people making bad 
decisions, often showing infl exibility or a failure to appreciate psychology’s 
lessons.

A mental-models approach does not come without a cost, though. You 
need to spend substantial time and effort learning about various disciplines. 
Without a doubt, too, your learning may not be useful right away (in fact, 
it may never be useful). The good news is there are typically only a few big 
ideas in each discipline that you’ll need to master.

I have learned a great deal from Munger’s musings over the years, and 
his infl uence is clear throughout these pages. Fortunately, Peter Kaufman 
assembled Munger’s background and speeches in Poor Charlie’s Almanack, 
a terrifi c book offering plenty of insight on the mental-models approach.

The Santa Fe Institute sprung from a group of like-minded scientists 
who decided the world needed a new kind of academic institution. These 
scientists, each distinguished in his fi eld, recognized that universities often 
operate in academic isolation; professors spend a lot of time with colleagues 

INTRODUCT ION2
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in their fi eld but rarely cross disciplinary boundaries. The founders felt 
strongly that much of the fertile scientifi c ground was between disciplines, 
and they were determined to cultivate it. Spend some time at SFI’s campus 
and you are likely to see physicists, biologists, and economists all chiming 
in with their diverse perspectives on a topic of interest.

The unifying theme at SFI is the study of complex systems. In both the 
physical and social sciences, lots of systems emerge from the interaction 
of many heterogeneous parts. Examples include human consciousness, the 
immune system, and the economy. SFI scientists were early in identifying 
the salient features of these systems and in considering the similarities and 
differences across disciplines.

The SFI-inspired idea that has most deeply infl uenced me is viewing the 
stock market as a complex adaptive system. Embracing this mental model 
compelled me to revisit and question almost everything I learned in fi nance: 
agent rationality, bell-shaped price-change distributions, and notions of risk 
and reward. I believe the complex-adaptive-systems framework is not only 
a much more intuitive way to understand markets but also more consonant 
with the empirical record.

SFI has sparked my interest in disparate topics—sprinkled throughout 
the following essays—including ant colonies, power laws, human cogni-
tion, and the role of feedback mechanisms. The best way to describe how 
I feel following an SFI symposium is intellectually intoxicated.

You can read about the Santa Fe Institute’s history in Mitchell Waldrop’s 
Complexity. While the book came out during the fi rst decade of the insti-
tute’s existence, it captures much of SFI’s spirit.

Finally, a word on how to read this book. Unlike a best-selling thriller, 
you can read More Than You Know from back to front just as easily as from 
front to back. But I recommend you simply go to the table of contents, fi nd 
something that interests you, and jump in.

While the essays cover a range of topics, I categorize them into four 
parts—investment philosophy, psychology of investing, innovation and 
competitive strategy, and science and complexity theory. Consider these 
compartments in a toolbox, each addressing a distinct facet of investing. 
That said, every essay is meant to stand by itself.

This edition has updated tables and charts and new chapters in each
part. Fresh topics include thoughts on management assessment, the role 

INTRODUCT ION 3
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of intuition, applications of game theory, and the mechanisms behind the 
market’s mood swings.

More Than You Know leverages the research of many top-fl ight academ-
ics. But given the book’s format, there is no way to give those academic ideas 
their full due. That’s why I assembled a detailed reference section, includ-
ing suggestions for further reading. Hopefully, the references will give you 
plenty to dig in to should you choose to follow up on an idea or theme.

My sincerest wish is that More Than You Know provides readers with 
some intellectual fun—a new perspective, a cool idea, or a path to self-
improvement. I hope you get a fraction of the satisfaction from reading the 
essays that I got from writing them.

INTRODUCT ION4
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 I N T RO D U C T I O N 

 Out of the blue one day, I received a complimentary e-mail from a guy who 
had read one of my essays. I was appreciative but didn’t think much of it 
until I noticed he had found the piece on a Web site dedicated to  traders . 
Given that my focus is almost exclusively on long-term investing, I found it 
odd that a trader would fi nd use for these ideas. 

 So I looked to see what else was out there and found something that 
surprised me even more: one of the essays was highlighted on a gambling 
Web site. While I study and appreciate gambling methods, I felt—as most 
self-righteous investors do—that long-term investing is nearly the  opposite  
of most forms of gambling. After thinking about it, though, I realized there 
is a tie that binds all of these worlds: investment philosophy. 

 Investment philosophy is important because it dictates how you should 
make decisions. A sloppy philosophy inevitably leads to poor long-term 
results. But even a good investment philosophy will not help you unless 
you combine it with discipline and patience. A quality investment philoso-
phy is like a good diet: it only works if it is sensible over the long haul and 
you stick with it. 

 Investment philosophy is really about temperament, not raw intelligence. 
In fact, a proper temperament will beat a high IQ all day. Once you’ve 
established a solid philosophical foundation, the rest is learning, hard work, 
focus, patience, and experience. 

 Quality investment philosophies tend to have a number of common 
themes, which the essays in this part reveal. First, in any probabilistic 
fi eld—investing, handicapping, or gambling—you’re better off focusing on 
the decision-making  process  than on the short-term  outcome . This empha-
sis is much easier announced than achieved because outcomes are objec-
tive while processes are more subjective. But a quality process, which often 
includes a large dose of theory, is the surest path to long-term success. 

 That leads to the second theme, the importance of taking a long-term 
perspective. You simply cannot judge results in a probabilistic system over 
the short term because there is way too much randomness. This creates a 
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INVESTMENT  PH I LOSOPHY8

problem, of course; by the time you can tell an investment process is poor, 
it is often too late to salvage decent results. So a good process has to rest on 
solid building blocks. 

 The fi nal theme is the importance of internalizing a probabilistic 
approach. Psychology teaches us there are a lot of glitches in the probability 
module of our mental hardwiring. We see patterns where none exist. We 
fail to consider the range of possible outcomes. Our probability assessments 
shift based on how others present information to us. Proper investment 
philosophy helps patch up some of those glitches, improving the chances of 
long-term success. 

 A closing thought: The sad truth is that incentives have diluted the 
importance of investment philosophy in recent decades. While well inten-
tioned and hard working, corporate executives and money managers too 
frequently prioritize growing the business over delivering superior results 
for shareholders. Increasingly, hired managers get paid to play, not to win. 

 So ask the tough question: Does an intelligent investment philosophy 
truly guide you or the people running your money? If the answer is yes, 
great. If not, fi gure out a thoughtful philosophy and stick with it. 
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 1 
 Be the House 
 Process and Outcome in Investing 

 Individual decisions can be badly thought through, and yet be 

successful, or exceedingly well thought through, but be unsuc-

cessful, because the recognized possibility of failure in fact 

occurs. But over time, more thoughtful decision-making will 

lead to better overall results, and more thoughtful decision-

making can be encouraged by evaluating decisions on how well 

they were made rather than on outcome. 

 —Robert Rubin, Harvard Commencement Address, 2001 

 Any time you make a bet with the  best of it , where the odds are 

in your favor, you have earned something on that bet, whether 

you actually win or lose the bet. By the same token, when you 

make a bet with the  worst of it,  where the odds are not in your 

favor, you have lost something, whether you actually win or 

lose the bet. 

 —David Sklansky,  The Theory of Poker  

 Hit Me 

 Paul DePodesta, a baseball executive and one of the protagonists in 
Michael Lewis’s  Moneyball , tells about playing blackjack in Las Vegas 
when a guy to his right, sitting on a seventeen, asks for a hit. Everyone at 
the table stops, and even the dealer asks if he is sure. The player nods yes, 
and the dealer, of course, produces a four. What did the dealer say? “Nice 
hit.” Yeah, great hit. That’s just the way you want people to bet—if you 
work for a casino. 
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INVESTMENT  PH I LOSOPHY10

 This anecdote draws attention to one of the most fundamental concepts 
in investing: process versus outcome. In too many cases, investors dwell 
solely on outcomes without appropriate consideration of process. The focus 
on results is to some degree understandable. Results—the bottom line—are 
what ultimately matter. And results are typically easier to assess and more 
objective than evaluating processes. 1  

 But investors often make the critical mistake of assuming that good 
outcomes are the result of a good process and that bad outcomes imply 
a bad process. In contrast, the best long-term performers in any probabi-
listic fi eld—such as investing, sports-team management, and pari-mutuel 
 betting—all emphasize process over outcome. 

 Jay Russo and Paul Schoemaker illustrate the process-versus-outcome 
message with a simple two-by-two matrix (see exhibit 1.1). Their point 
is that because of probabilities, good decisions will sometimes lead to bad 
outcomes, and bad decisions will sometimes lead to good outcomes—as 
the hit-on-seventeen story illustrates. Over the long haul, however, pro-
cess dominates outcome. That’s why a casino—“the house”—makes money 
over time. 

 The goal of an investment process is unambiguous: to identify gaps 
between a company’s stock price and its expected value. Expected value, in 
turn, is the weighted-average value for a distribution of possible outcomes. 
You calculate it by multiplying the  payoff  (i.e., stock  price ) for a given out-
come by the  probability  that the outcome materializes. 2  

EXHIBIT 1.1 Process versus Outcome

Outcome

Good Bad

Process Used to 
Make the Decision

Good Deserved Success Bad Break

Bad Dumb Luck Poetic Justice

Source: Russo and Schoemaker, Winning Decisions, 5. Reproduced with permission.
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 Perhaps the single greatest error in the investment business is a failure to 
distinguish between the knowledge of a company’s fundamentals and the 
expectations implied by the market price. Note the consistency between 
Michael Steinhardt and Steven Crist, two very successful individuals in two 
very different fi elds: 

 I defi ned variant perception as holding a well-founded view that was meaning-

fully different from market consensus. . . . Understanding market expectation was 

at least as important as, and often different from, the fundamental knowledge. 3  

 The issue is not which horse in the race is the most likely winner, but which horse 

or horses are offering odds that exceed their actual chances of victory. . . . This may 

sound elementary, and many players may think that they are following this prin-

ciple, but few actually do. Under this mindset, everything but the odds fades from 

view. There is no such thing as “liking” a horse to win a race, only an attractive 

discrepancy between his chances and his price. 4  

 A thoughtful investment process contemplates both probability and payoffs 
and carefully considers where the consensus—as revealed by a price—may 
be wrong. Even though there are also some important features that make 
investing different than, say, a casino or the track, the basic idea is the same: 
you want the positive expected value on your side. 

 From Treasury to Treasure 

 In a series of recent commencement addresses, former Treasury Secretary 
Robert Rubin offered the graduates four principles for decision making. 
These principles are especially valuable for the fi nancial community: 5  

 1.  The only certainty is that there is no certainty . This principle is especially 

true for the investment industry, which deals largely with uncertainty. In con-

trast, the casino business deals largely with risk. With both uncertainty and risk, 

outcomes are unknown. But with uncertainty, the underlying distribution of 

outcomes is undefi ned, while with risk we know what that distribution looks 

like. Corporate undulation is uncertain; roulette is risky. 6  
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 The behavioral issue of overconfi dence comes into play here. Research sug-

gests that people are too confi dent in their own abilities and predictions. 7  As a 

result, they tend to project outcome ranges that are too narrow. Over the past 

eighty years alone, the United States has seen a depression, multiple wars, an 

energy crisis, and a major terrorist attack. None of these outcomes were widely 

anticipated. Investors need to train themselves to consider a suffi ciently wide 

range of outcomes. One way to do this is to pay attention to the leading indica-

tors of “inevitable surprises.” 8  

 An appreciation of uncertainty is also very important for money manage-

ment. Numerous crash-and-burn hedge fund stories boil down to committing 

too much capital to an investment that the manager overconfi dently assessed. 

When allocating capital, portfolio managers need to consider that unexpected 

events do occur. 9  

 2.  Decisions are a matter of weighing probabilities . We’ll take the liberty of 

extending Rubin’s point to balancing the probability of an outcome (frequency) 

with the outcome’s payoff (magnitude). Probabilities alone are insuffi cient when 

payoffs are skewed. 

 Let’s start with another concept from behavioral fi nance: loss aversion. For 

good evolutionary reasons, humans are averse to loss when they make choices 

between risky outcomes. More specifi cally, a loss has about two and a half times 

the impact of a gain of the same size. So we like to be right and hence often seek 

high-probability events. 10  

 A focus on probability is sound when outcomes are symmetrical, but com-

pletely inappropriate when payoffs are skewed. Consider that roughly 90 per-

cent of option positions lose money. Does that mean that owning options is a 

bad idea? The answer lies in how much money you make on the 10 percent of 

options positions that  are  profi table. If you buy ten options each for $1, and 

9 of them expire worthless but the tenth rises to $25, you’d have an awful fre-

quency of success but a tidy profi t. 11  

 So some high-probability propositions are unattractive, and some low-

 probability propositions are very attractive on an expected-value basis. Say 

there’s a 75 percent probability that a stock priced for perfection makes its earn-

ings number and, hence, rises 1 percent, but there’s a 25 percent likelihood that 

the company misses its forecast and plummets 10 percent. That stock offers a 

great probability but a negative expected value. 12  

40918-ch01-005-014 r1.indd   1240918-ch01-005-014 r1.indd   12 8/7/07   11:57:44 AM8/7/07   11:57:44 AM



BE  THE  HOUSE :  PROCESS  AND  OUTCOME  IN  INVEST ING 13

 3.  Despite uncertainty, we must act . Rubin’s point is that we must base the vast 

majority of our decisions on imperfect or incomplete information. But we must 

still make decisions based on an intelligent appraisal of available information. 

 Russo and Schoemaker note that we often believe more information provides 

a clearer picture of the future and improves our decision making. But in reality, 

additional information often only confuses the decision-making process. 

 Researchers illustrated this point with a study of horse-race handicappers. 

They fi rst asked the handicappers to make race predictions with fi ve pieces of 

information. The researchers then asked the handicappers to make the same 

predictions with ten, twenty, and forty pieces of information for each horse in 

the race. Exhibit 1.2 shows the result: even though the handicappers gained 

little accuracy by using the additional information, their confi dence in their 

predictive ability rose with the supplementary data. 13  

 4.  Judge decisions not only on results, but also on how they were made . A good 

process is one that carefully considers price against expected value. Investors can 

improve their process through quality feedback and ongoing learning. 

EXHIBIT 1.2 More Information Does Not Lead to More Accuracy

Source: Russo and Schoemaker, Winning Decisions, 124. Reproduced with permission.
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 One of my former students, a very successful hedge fund manager, called 

to tell me that he is abolishing the use of target prices in his fi rm for two rea-

sons. First, he wants all of the analysts to express their opinions in expected 

value terms, an exercise that compels discussion about payoffs and probabilities. 

Entertaining various outcomes also mitigates the risk of excessive focus on a 

particular scenario—a behavioral pitfall called “anchoring.” 

 Second, expected-value thinking provides the analysts with psychological 

cover when they are wrong. Say you’re an analyst who recommends purchase 

of a stock with a target price above today’s price. You’re likely to succumb to 

the confi rmation trap, where you will seek confi rming evidence and dismiss or 

discount disconfi rming evidence. 

 If, in contrast, your recommendation is based on an expected-value analysis, 

it will include a downside scenario with an associated probability. You will go 

into the investment knowing that the outcome will be unfavorable some per-

centage of the time. This prior acknowledgement, if shared by the organization, 

allows analysts to be wrong periodically without the stigma of failure. 

 Prioritizing Process 

 The investment community, because of incentives and measurement systems, 
is too focused on outcome and not enough on process. In Rubin’s words: 

 It’s not that results don’t matter. They do. But judging solely on results is a serious 

deterrent to taking risks that may be necessary to making the right decision. Sim-

ply put, the way decisions are evaluated affects the way decisions are made. 14           
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 I’m beginning to wonder how to persuade the businessperson 

who owns a large investment management organization that 

the fi rst and essential priority is to protect the vital core: the 

classic disciplines of investing as a  profession . 

 —Charles D. Ellis, “Will Business Success Spoil the 

Investment Management Profession?” 

 There seems to be some perverse human characteristic that 

likes to make easy things diffi cult. It’s likely to continue that 

way. Ships will sail around the world but the Flat Earth Society 

will fl ourish. 

 —Warren Buffett, “The Superinvestors of 

Graham-and-Doddsville” 

 The Scouting Report 

 To prepare to win, most sports teams scout their competition. The objec-
tive is to create a game plan that exploits the competition’s weaknesses and 
neutralizes its strengths. Teams generally consider intelligent scouting vital 
to their long-term success. 

 So what’s the competition for a money manager? Investors with particu-
lar objectives can typically invest either with active managers or with index 
funds. For example, an investor seeking exposure to large-capitalization 
stocks can place money with a large-cap active manager or with an index 
fund that mirrors the S&P 500. 

 2 
 Investing—Profession or Business? 
 Thoughts on Beating the Market Index 
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 Accordingly, we can consider an appropriate index’s return to be a mea-
sure of an investor’s opportunity cost—the cost of capital—and that beat-
ing the benchmark over time should be an active manager’s measure of 
success. 

 So how do active managers fare against the competition? Not well. Over 
a recent fi ve-year period, the indexes outperformed over forty percent of all 
active managers, and more than half of active funds underperformed the 
benchmark over ten years. And this type of result has been consistent over 
time. 1  Given how well the indexes have fared, it might be useful to provide 
a scouting report on how the indexes compete. 

 The most widely used benchmark for equity fund performance is the 
S&P 500. The S&P Index Committee uses fi ve main criteria when looking 
for index candidates. Here they are—the heart of the strategy that beats the 
majority of active managers, year in and year out: 

 1.  Liquidity . As the committee wants the benchmark to be “investable,” 

it selects stocks with suffi cient liquidity (a ratio of monthly trading volume 

divided by shares outstanding of at least 0.3) and fl oat. 

 2.  Fundamental analysis . The profi tability criteria are “four quarters of posi-

tive net income on an operating basis.” That’s it. 

 3.  Market capitalization . Companies must have market capitalizations in 

excess of $4 billion. “The guiding principle for inclusion in the S&P 500 is 

leading companies in leading U.S. industries.” 

 4.  Sector representation . The committee tries to keep the weight of each 

 sector in line with the sector weightings of the universe (of eligible companies 

with market cap in excess of $4 billion). It typically does so by adding stocks in 

underweighted sectors, not by removing stocks in overweighted  sectors. 

 5.  Lack of representation . S&P defi nes the lack of representation as follows: 

“If the index were created today, this company would not be included because 

it fails to meet one or more of the above criteria.” Of the more than 1,000 

companies removed from the S&P 500 over the past seventy-fi ve years, the 

overwhelming majority were the result of mergers and acquisitions. 

 Our scouting report of the S&P 500 might also note that the com-
mittee does no macroeconomic forecasting, invests long-term with low 
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portfolio turnover, and is unconstrained by sector or industry limitations, 
position weightings, investment-style parameters, or performance pres-
sures. Also critical is that index funds closely track the S&P 500 at a very 
low cost. 

 Evaluating the Winners 

 Some actively managed funds clearly do beat the benchmark, even over 
longer time periods. To see if we could come to some stylized conclu-
sions about how these successful investors did it, we created a screen 
of the general equity funds that beat the S&P 500 over the decade that 
ended with 2006 where the fund had one manager and assets in excess of 
$1 billion (see exhibit 2.1). 2  

 Four attributes generally set this group apart from the majority of active 
equity mutual fund managers: 

  •  Portfolio turnover . As a whole, this group of investors had about 35 percent 

turnover in 2006, which stands in stark contrast to turnover for all equity 

funds of 89 percent. The S&P 500 index fund turnover was 7 percent. 

Stated differently, the successful group had an average holding period 

of approximately three years, versus roughly one year for the average 

fund. 3  

  •  Portfolio concentration.  The long-term outperformers tend to have higher 

portfolio concentration than the index. For example, these portfolios have, on 

average 35 percent of assets in their top ten holdings, versus 20 percent for the 

S&P 500. 

  •  Investment style.  The vast majority of the above-market performers espouse an 

intrinsic-value investment approach; they seek stocks with prices that are less 

than their value. In his famous “Superinvestors of Graham-and-Doddsville” 

speech, Warren Buffett argued that this investment approach is common to 

many successful investors. 

  •  Geographic location.  Only a small fraction of high-performing investors 

hail from the East Coast fi nancial centers, New York or Boston. These 

alpha generators are based in cities like Chicago, Memphis, Omaha, and 

Baltimore. 
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EXHIBIT 2.1  A Sample of General Equity Funds That Beat the S&P 
500, 1997–2006

Fund Name

Ten-
Year 

Return 
(%)

Ten-Year 
After Tax 
Return 

(%) 
Turnover 

(%)

Assets in 
Top Ten 
Holdings 

(%)

Calamos Growth A 17.70 15.50 41 26.50
Weitz Partners Value 14.14 12.67 36 48.55
Weitz Value 14.13 12.37 40 50.61
Dodge & Cox Stock 14.05 12.27 12 29.22
Legg Mason Partners 
Aggressive Growth

13.96 13.11 5 53.83

Hartford Capital 
Appreciation

13.86 10.70 97 21.94

Third Avenue Value 13.18 11.93 7 37.46
MainStay MAP I 13.14 11.39 100 27.80
Longleaf Partners 12.81 11.02 7 56.04
Gabelli Asset AAA 12.75 11.37 6 16.61
Muhlenkamp 12.68 12.42 6 45.17
American Funds Growth 
Fund of America

12.45 10.56 22 17.66

Vanguard PRIMECAP 12.08 11.15 10 30.58
DFA U.S. Large Cap 
Value III

11.99 9.73 7 100.0

Van Kampen 
Comstock A

11.87 8.47 30 29.00

Legg Mason Value 
Trust

11.35 10.57 13 44.83

American Century 
Value Investor

10.87 7.81 134 25.90

American Funds 
Amcap A

10.87 8.67 20 21.83

Fidelity Contrafund 10.83 9.30 60 21.32
Franklin Rising 
Dividends A

10.53 8.67 8 40.46

Source: Morningstar, Inc.
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 Based on the S&P scouting report, these managers seem to follow the index’s 
strategy with regard to turnover and limited time on macro forecasting, and 
they deviate from the index’s strategy with regard to concentration and a 
sharp focus on price-to-value discrepancies. 

 I am not suggesting that all investors should or can embrace the approach 
of this group. A broad ecology of investors constitutes a well-functioning 
market. The market needs investors with varying time horizons, analyti-
cal approaches, and capital resources. And many money managers have 
seen outstanding results pursuing very different strategies than the ones we 
describe. 

 Further, it is worth underscoring that the success of these investors is not 
the result of their portfolio structure but more likely refl ects the quality of 
their investment processes. I once overheard an investor remark to one of 
these superior performers, “You can have low turnover because your perfor-
mance is so good.” At once, the manager shot back, “No, our performance 
is good  because  we have low turnover.” It would be futile to try to replicate 
the portfolio attributes (i.e., low turnover, relatively high concentration) 
without an appropriate process. 

 That noted, there is still an obvious question: Why is the profi le of an 
average fund so different from these superinvestors? 

 The Investment Profession Versus the Investment Business 

 Part of the answer lies in the tension—and perhaps growing imbalance—
between the investment  profession  and the investment  business . The invest-
ment profession is about managing portfolios to maximize long-term 
returns, while the investment business is about generating (often short-
term) earnings as an investment fi rm. There is nothing wrong with hav-
ing a vibrant business, of course, and, indeed, a strong business is essential 
to attracting and retaining top talent. 4  But a focus on the business  at the 
expense  of the profession is a problem. 

 A historical perspective on mutual funds suggests a strong swing to the 
business side. One person uniquely qualifi ed to document the industry’s 
changes is the legendary Jack Bogle, who over the past half century has been 
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an industry advocate, visionary, and gadfl y. Here are some of the profound 
changes Bogle notes: 5  

  • The number of common stock funds swelled from 49 in 1945 to over 4,200 

in 2006, and they now offer greater specialization as well as geographic scope. 

The number of new stock funds the industry created (as a percentage of those 

in existence) reached a record of nearly 600 percent in the 1990s, up from 

about 175 percent in the 1980s. Notable, too, is that 50 percent of funds 

failed in the 1990s, and almost 1,000 failed in 2000 through 2004 alone. 

  • Competition leads to margin compression in most industries. But mutual 

fund expense ratios, which averaged about 90 basis points in the late 1970s 

and early 1980s, have  risen  steadily in recent decades, standing at 156 basis 

points in 2004. We can attribute a good part of the fee increase to asset-

gathering costs. And costs matter: from 1945 through 1965, funds generated 

returns that were 89 percent of the market’s. From 1983 through 2003, that 

ratio was 79 percent. 

  • Until 1958, the SEC restricted sales of management companies. After the 

courts struck down the SEC’s position, the investment-management industry 

saw a fl urry of initial public offerings and mergers and acquisitions activity. Of 

the fi fty largest fund organizations today, only six are privately held. Eight are 

public independent companies, U.S. fi nancial conglomerates (twenty-two), 

foreign fi nancial fi rms (seven), and major brokerage fi rms own the rest (six). 

One mutual remains—Vanguard. 

  • One nonobvious consequence of active mutual fund marketing, as well as 

investor proclivity to invest in the latest hot-performing funds, is that the 

 average  fund performance has no resemblance to  actual  investor returns. The 

reason is that investors crowd into where the performance has been and inevi-

tably suffer as returns revert to the mean. For example, growth stocks saw 

their greatest quarter of net infl ows ($120 billion) in the fi rst quarter of 2000, 

coincidental with the Nasdaq’s peak, while value funds suffered signifi cant 

outfl ows. Bogle calculates that while the market rose 12 percent from 1986 

through 2005, the average fund return was less than 10 percent, but the aver-

age investor return was only 6.9 percent. 

 Charley Ellis draws up a list of initiatives an investment fi rm might pur-
sue to maximize its value as a business. I summarize these in exhibit 2.2. Ellis 
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points out that the crux of the tension between the profession and business 
is that they operate at different rhythms. Long time horizons, low fees, and 
contrarian investing are good for the profession. In contrast, short time hori-
zons, higher fees, and selling what’s in demand are good for the business. 

 So what should investment fi rms do? Ellis says it well: 

 The optimal balance between the investment profession and the investment 

business needs always to favor the  profession , because only in devotion to the 

 EXHIBIT 2.2   Pointers to Make an Investment Firm a Business 

 ◆ Increase the number and enhance the stature of relationship managers, 

because whatever the performance, they’ll be able to keep clients longer—

and retention is the key to profi t maximization. 

 ◆ Charge relationship managers with explicit responsibility for cross-selling 

more and more asset classes and investment products to each client—to 

maximize “share of wallet” with each account. 

 ◆ Expand the number and improve the industrial selling skills of sales 

professionals. 

 ◆ Develop your organization’s “brand” or market franchise. 

 ◆ Expand into new markets—at home and abroad. 

 ◆ If you are strong in retail, expand into institutional. And if strong in insti-

tutional, expand into retail. 

 ◆ Focus on mastering relationships with investment consultants, those pow-

erful intermediaries who are involved in 70% of all institutional manager 

hiring. 

 ◆ Extend your fi rm’s product line into new asset classes and into all size 

variations—to diversify your business risk of dependence on superior 

investment results. 

 ◆ Limit the business risk of unexpected short-run investment results by 

hewing close to the index. 

  Source : Ellis, “Will Business Success Spoil the Investment Management Profession?” 14. Repro-
duced with permission. 
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disciplines of the profession can an organization have those shared values and 

cultures that attracts unusually talented individual professionals. 6  

 I would argue that many of the performance challenges in the business 
stem from an unhealthy balance between the profession and the business. 
Many of the investment managers that do beat the market seem to have the 
profession at the core. 
 
    

40918-ch02-015-022 r1.indd   2240918-ch02-015-022 r1.indd   22 8/7/07   11:58:40 AM8/7/07   11:58:40 AM



 In the real world there is no “easy way” to assure a fi nancial 

profi t. At least, it is gratifying to rationalize that we would 

rather lose intelligently than win ignorantly. 

 —Richard A. Epstein,  

The Theory of Gambling and Statistical Logic  

 Batting with the Babe 

 Hang around a brokerage offi ce and it will only be a matter of time before 
you hear one of those great-sounding lines, “Hey, if I can be right 51 per-
cent of the time, I’ll come out ahead.” If this thought seems sensible to you, 
read on. You’re about to discover one of the most important concepts in 
investing. 

 First off, let’s acknowledge that the idea that an investor should be right 
more than wrong is pervasive and certainly comes with intuitive appeal. 
Here’s a portfolio manager’s story that illuminates the fallacy of this line of 
thinking. 

 This well-known investor explained he was one of roughly twenty portfolio 
managers a company had hired. The company’s treasurer, dismayed with the 
aggregate performance of his active managers, decided to evaluate each man-
ager’s decision process with a goal of weeding out the poor performers. The 
treasurer fi gured that even a random process would result in a portfolio of 
stocks with roughly one-half outperforming the benchmark, so he measured 
each portfolio based on what  percentage  of its stocks beat the market. 

 This particular portfolio manager found himself in an unusual spot: 
while his  total  portfolio performance was among the best in the group, his 

 3 
 The Babe Ruth Effect 
 Frequency Versus Magnitude in Expected Value 
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 percentage  of outperforming stocks was among the worst. The treasurer 
promptly fi red all of the other “poor” performing managers, and called a 
meeting with the investor to fi gure out why there was such a large discrep-
ancy between his good results and his bad batting average. 

 The portfolio manager’s answer is a great lesson inherent in any probabi-
listic exercise:  the frequency of correctness does not matter; it is the magnitude 
of correctness that matters.  Say that you own four stocks, and that three of 
the stocks go down a bit but the fourth rises substantially. The portfolio will 
perform well even as the majority of the stocks decline. 

 Building a portfolio that can deliver superior performance requires that 
you evaluate each investment using expected value analysis. What is strik-
ing is that the leading thinkers across varied fi elds—including horse betting, 
casino gambling, and investing—all emphasize the same point. 1  We call it 
the Babe Ruth effect: even though Ruth struck out a lot, he was one of 
baseball’s greatest hitters. 

 The reason that the lesson about expected value is universal is that all 
probabilistic exercises have similar features. Internalizing this lesson, on the 
other hand, is diffi cult because it runs against human nature in a very fun-
damental way. While it’s not hard to show the fl aw in the treasurer’s logic, 
it’s easy to sympathize with his thinking. 

 The Downside of Hardwiring 

 In 1979, Daniel Kahneman and Amos Tversky outlined prospect theory, 
which identifi es economic behaviors that are inconsistent with rational deci-
sion making. 2  One of the most signifi cant insights from the theory is that 
people exhibit signifi cant aversion to losses when making choices between 
risky outcomes, no matter how small the stakes. In fact, Kahneman and 
Tversky found that a loss has about  two and a half times  the impact of a gain 
of the same size. In other words, people feel a lot worse about losses of a 
given size than they feel good about a gain of a similar magnitude. 

 This behavioral fact means that people are a lot happier when they are 
right frequently. What’s interesting is that being right frequently is not nec-
essarily consistent with an investment portfolio that outperforms its bench-
mark (as the story above illustrates). The  percentage  of stocks that go up in 
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a portfolio does not determine its performance; it is the dollar change in 
the portfolio. A few stocks going up or down dramatically will often have a 
much greater impact on portfolio performance than the batting average. 

 Bulls, Bears, and Odds 

 In his provocative book  Fooled by Randomness , Nassim Taleb relates an 
anecdote that beautifully drives home the expected value message. 3  In a 
meeting with his fellow traders, a colleague asked Taleb about his view of 
the market. He responded that he thought there was a high probability that 
the market would go up slightly over the next week. Pressed further, he 
assigned a 70 percent probability to the up move. Someone in the meeting 
then noted that Taleb was short a large quantity of S&P 500 futures—a 
bet that the market would go down—seemingly in contrast to his “bull-
ish” outlook. Taleb then explained his position in expected-value terms. 
Exhibit 3.1 clarifi es his thought. 

EXHIBIT 3.1 Frequency Versus Magnitude

Event Probability  Outcome Expected value

Market goes up 70 percent �1 percent �0.7 percent
Market goes down 30 percent �10 percent �3.0 percent
Total 100 percent �2.3 percent

Source: Author analysis.

 In this case, the most  probable  outcome is that the market goes up. But 
the expected value is negative, because the outcomes are asymmetric. 4  Now 
think about it in terms of stocks. Stocks are sometimes priced for perfection. 
Even if the company makes or slightly exceeds its numbers the majority of 
the time (frequency), the price does not rise much. But if the company 
misses its numbers, the downside to the shares is dramatic. The satisfactory 
result has a high frequency, but the expected value is negative. 

 Now consider the downtrodden stock. The majority of the time it dis-
appoints, nudging the stock somewhat lower. But a positive result leads 
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to a sharp upside move. Here, the probability favors a poor result, but the 
expected value is favorable. 

 Investors must constantly look past frequencies and consider expected 
value. As it turns out, this is how the best performers think in all proba-
bilistic fi elds. Yet in many ways it is unnatural: investors want their stocks 
to go up, not down. Indeed, the main practical result of prospect theory is 
that investors tend to sell their winners too early (satisfying the desire to be 
right) and hold their losers too long (in the hope that they don’t have to 
take a loss). We now turn to three leading practitioners in separate probabi-
listic fi elds: investing, pari-mutuel betting, and blackjack. 

 From OTC to OTB 

 Warren Buffett, undoubtedly one of the twentieth century’s best inves-
tors, says that smarts and talent are like a motor’s horsepower, but that 
the motor’s  output  depends on rationality. “A lot of people start out with a 
400-horsepower motor but only get 100 horsepower of output,” he said. 
“It’s way better to have a 200-horsepower motor and get it all into out-
put.” 5  And one of the keys is to consider all investment opportunities in 
terms of expected value. As Buffett’s partner Charlie Munger notes, “one 
of the advantages of a fellow like Buffett is that he automatically thinks in 
terms of decision trees.” 6  Says Buffett, “Take the probability of loss times 
the amount of possible loss from the probability of gain times the amount 
of possible gain. That is what we’re trying to do. It’s imperfect, but that’s 
what it’s all about.” 7  

 Naturally, coming up with likely outcomes and appropriate probabilities is 
not an easy task. But the discipline of the process compels an investor to think 
through how various changes in expectations for value triggers—sales, costs, 
and investments—affect shareholder value, as well as the likelihood of various 
outcomes. Such an exercise also helps overcome the loss-aversion pitfall. 8  

 The expected-value mindset is by no means limited to investing. The 
book,  Bet with the Best , offers various strategies for pari-mutuel bettors. 
Steven Crist, CEO, editor, and publisher of the  Daily Racing Form , shows the 
return on investment, including the track’s take, of a hypothetical race with 
four horses. To summarize the lesson, he writes, “The point of this exercise 
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is to illustrate that even a horse with a very high likelihood of winning can 
be either a very good or a very bad bet, and that the difference between the 
two is determined by only one thing: the odds.” So a horse with a 50 percent 
probability of winning can be either a good or bad bet based on the payoff, 
and the same holds true of a 10-to-1 shot. He is saying, in plain words, it is 
not the frequency of winning that matters, but the frequency times the mag-
nitude of the payoff. 9  

 Crist also solicits a confession from his readers: “Now ask yourself: Do 
you really think this way when you’re handicapping? Or do you fi nd horses 
you ‘like’ and hope for the best on price? Most honest players admit they fol-
low the latter path.” Replace the word “handicapping” with “investing” and 
“horses” with “stocks,” and Crist could be talking about the stock market. 

 Yet another domain where expected-value thinking is pertinent is black-
jack, as Ed Thorp’s best-selling book,  Beat the Dealer , shows. In blackjack, 
the payoffs are set, and the player’s principal task is to assess the proba-
bility of drawing a favorable hand. Thorp showed how to count cards in 
order to identify when the probabilities of a winning hand tilt in a player’s 
favor. When the odds favor the player, the ideal strategy is to increase the 
bet (effectively increasing the payout). Thorp notes that even under ideal 
circumstances, favorable situations only arise 9.8 percent of the time; the 
house has the advantage the other 90.2 percent. 10  

 So we see that the leading thinkers in these three domains—all probabi-
listic exercises—converge on the same approach. We also know that in these 
activities, the vast majority of the participants don’t think through expected 
value as explicitly as they should. That we are loss averse and avoid losses com-
pounds the challenge for stock investors because we shun situations where the 
probability of upside may be low but the expected value is attractive. 

 A Useful Analogy 

 Long-term success in any of these probabilistic exercises shares some 
common features. I summarize four of them: 

  •  Focus . Professional gamblers do not play a multitude of games—they don’t 

stroll into a casino and play a little blackjack, a little craps, spend a little time 
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on the slot machine. They focus on a specifi c game and learn the ins and outs. 

Similarly, most investors must defi ne a circle of competence—areas of rela-

tive expertise. Seeking a competitive edge across a spectrum of industries and 

companies is a challenge, to say the least. Most great investors stick to their 

circle of competence. 

  •  Lots of situations . Players of probabilistic games must examine lots of situa-

tions because the market price is usually pretty accurate. Investors, too, must 

evaluate lots of situations and gather lots of information. For example, the 

very successful president and CEO of Geico’s capital operations, Lou Simp-

son, tries to read fi ve to eight hours a day and trades very infrequently. 

  •  Limited opportunities . As Thorp notes in  Beat the Dealer , even when you know 

what you’re doing and play under ideal circumstances, the odds still favor you 

less than 10 percent of the time. And rarely does anyone play under ideal cir-

cumstances. The message for investors is that even when you are competent, 

favorable situations—where you have a clear-cut variant perception vis-à-vis 

the market—don’t appear very often. 

  •  Ante . In the casino, you must bet every time to play. Ideally, you can bet a small 

amount when the odds are poor and a large sum when the odds are favorable, 

but you must ante to play the game. In investing, on the other hand, you need 

not participate when you perceive the expected value as unattractive, and you 

can bet aggressively when a situation appears attractive (within the constraints 

of an investment policy, naturally). In this way, investing is much more favor-

able than other games of probability. 

 Constantly thinking in expected-value terms requires discipline and is 
somewhat unnatural. But the leading thinkers and practitioners from some-
what varied fi elds have converged on the same formula: focus not on the 
frequency of correctness but on the magnitude of correctness.  

40918-ch03-023-028 r1.indd   2840918-ch03-023-028 r1.indd   28 8/7/07   11:59:14 AM8/7/07   11:59:14 AM



 One reason why platitudes and fads in management come and 

go with such predictability is they typically are not grounded 

in a robust categorization scheme. They are espoused as one-

size-fi ts-all statements of cause and effect. Hence, managers try 

the fad out because it sounds good, and then discard it when 

they encounter circumstances in which the recommended 

actions do not yield the predicted results. Their conclusion 

most often is, “It doesn’t work”—when the reality often is that 

it works well in some (as yet undefi ned) circumstances, but 

not others. 

 —Clayton M. Christensen, Paul Carlile, and David Sundahl, 

“The Process of Theory-Building” 

 Circumstance Over Attributes 

 You’d probably guess it isn’t too hard to categorize slime mold, the somewhat 
yucky stuff you see on walks through cool, damp parts of the forest. But 
you’d be wrong. As it turns out, slime mold has some strange behavior—so 
strange, in fact, that it stumped scientists for centuries. 

 When food is abundant, slime mold cells operate as independent  single-
celled units. They move around, eat bacteria, and divide to reproduce. When 
food is in short supply, however, the slime-mold cells converge and form a 
cluster of tens of thousands of cells. The cells literally stop acting as indi-
viduals and start acting like a collective. That’s why slime mold is so hard to 
categorize: it is an “it” or a “they” depending on the circumstances. 1  

 4 
 Sound Theory for the Attribute Weary 
 The Importance of Circumstance-Based 
Categorization 
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 Investment approaches based solely on attributes, without consider-
ing the circumstances, also don’t make sense. Sometimes a stock that 
looks expensive is cheap, and what looks cheap is expensive. It’s context 
dependent. 

 Yet investment consultants encourage, nay, compel most investment 
professionals to articulate an attribute-based investment approach and 
stick with it. The game is pretty straightforward. Growth investors strive to 
beat the market by fi lling their portfolios with companies that are rapidly 
increasing sales and earnings, without too much concern about valuation. 
Value investors load up on cheap stocks with a decent yield and consider 
corporate growth gravy. 

 Organization or external constraints aside, most money managers actu-
ally believe their attribute-based investment style—combined with their 
skill—will generate market-beating results. 2  These various investment 
approaches are grounded in theory: a belief that investor actions will lead to 
satisfactory outcomes. 

 The word “theory,” however, makes most investors and corporate 
managers leery because they associate theory with  theoretical , which 
implies  impractical . But if you defi ne theory as a contingent explanation 
of cause and effect, it is eminently practical. A sound theory helps pre-
dict how actions or events lead to specifi c outcomes across a broad range 
of circumstances. 3  

 The main message is that much of investment theory is unsound 
because it is based on poor categorization. We can say the same about 
much of management theory. 4  More specifi cally, investors generally dwell 
on attribute-based categorizations (like low multiples) versus circumstance- 
based categorizations. A shift from attribute- to circumstance-based 
thinking can be of great help to investors and managers. Take a lesson 
from the slime mold. 

 The Three Steps of Theory Building 

 In a thought-provoking paper, Clayton Christensen, Paul Carlile, and 
David Sundahl break the process of theory building into three stages (see 
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exhibit 4.1). I discuss each of these stages and provide some perspective on 
how this general theory-building process applies specifi cally to investing: 

 1.  Describe what you want to understand in words and numbers . In this stage, 

the goal is to carefully observe, describe, and measure a phenomenon to be sure 

that subsequent researchers can agree on the subject. 

 Stock market performance is an example of a phenomenon that requires 

good theory. Today we largely take for granted this descriptive phase for the 

market, but the fi rst comprehensive study of the performance of all stocks wasn’t 

published until 1964. In that paper, University of Chicago professors Lawrence 

Fisher and James Lorie documented that stocks delivered about a 9 percent 

return from 1926 to 1960. Peter Bernstein notes that the article was a “bomb-

shell” that “astonished” academics and practitioners alike. The description itself 

caused a stir in the fi nance and investing worlds. 5  

 2.  Classify the phenomena into categories based on similarities.  Categorization 

simplifi es and organizes the world so as to clarify differences between phenom-

ena. An example of categorization in physics is solids, liquids, and gases. In 

innovation research—Christensen’s specialty—the categories are sustaining and 

disruptive innovations. 

 Investing has many variations of categorization, including value versus 

growth stocks, high risk versus low risk, and large- versus small-capitalization 

stocks. These categories are deeply ingrained in the investment world, and many 

investment fi rms and their products rely on these categories. 

 3.  Build a theory that explains the behavior of the phenomena . A robust theory 

based on sound categorization explains cause and effect, why the cause and 

effect works, and most critically  under what circumstances  the cause and effect 

operates. Importantly, a theory must be falsifi able. 

 The investment world is fi lled with theories about investment returns. Pro-

ponents of the effi cient-market theory argue that no strategy exists to gener-

ate superior risk-adjusted investment returns. Active money managers pursue 

myriad strategies—many along specifi c style boxes—based on the theory that 

their approach  will  lead to excess returns. 

 How does a theory improve? Once researchers develop a theory, they 
can then use it to predict what they will see under various circumstances. 
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In so doing, they often fi nd anomalies, or results that are inconsistent with 
the theory (see the right side of exhibit 4.1). Anomalies force researchers 
to revisit the description and categorization stages. The goal is to be able 
to explain the phenomenon in question more accurately and thoroughly 
than in the prior theory. Proper theory building requires researchers to cycle 
through the stages in search of greater and greater predictive power. 

 That a theory must be falsifi able is a challenge for economists because a 
number of economic constructs assume an answer in their defi nitions. One 
example is utility maximization, which asserts that individuals act so as to 
maximize utility. But since we can defi ne utility in any way that is consis-
tent with the outcome, we can’t falsify the construct. 

 An example from fi nance is the capital asset pricing model. Economists 
use the CAPM to test market effi ciency, while the CAPM assumes mar-
ket effi ciency. In the words of noted fi nancial economist Richard Roll, 
any test of CAPM is “really a joint test of CAPM and market effi ciency.” 6  
 Christensen et al. suggest that a number of central concepts in economics 
should be properly labeled as “constructs” rather than “theories” precisely 
because they cannot be directly falsifi ed. 

 EXHIBIT 4.1   The Process of Building Theory 

  Source : Christensen, Carlile, and Sundahl, “The Process of Theory-Building.” Reproduced 
with permission. 
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 To be sure, not all researchers are committed to improving theory. Many 
are satisfi ed to develop a theory and demonstrate  that it is not false . Much 
of the advice that management consultants dole out fi ts this description. 
For instance, the consultants may argue that “outsourcing is good” and fi nd 
a few examples to “confi rm” the theory. Since researchers have not refi ned 
the theory by iterating it through the description/categorization/improved-
theory process, the theory may not be at all robust. The theory looks good 
on paper but fails upon implementation. 7  

 When, Not What 

 Perhaps the single most important message from Christensen et al. is that 
proper categorization is essential to good theory. More specifi cally, theo-
ries evolve from attribute-based categories to circumstance-based categories 
as they improve. Theories that rest on circumstance-based categories tell 
practitioners what to do in different situations. In contrast, attribute-based 
categories prescribe action based on the traits of the phenomena. 

 This message is critical for investors, who often rely heavily on attribute-
based categories. One example is low-price-earnings-multiple investing, 
often a central plank in the value investor’s theory. An investor would have 
fared poorly using P/E as a tool to time moves in (when the ratio is low) and 
out (high ratio) of the market over the past 125 years. 8  This doesn’t mean 
that low P/Es are bad but does mean that buying the market when the P/E 
is low is not a valid theory for generating superior long-term returns. 

 Indeed, onlookers often describe the investment strategy of successful 
investors as eclectic. Perhaps it is more accurate to describe their approach 
as circumstance-based, not attribute-based. Legg Mason Value Trust’s 
Bill Miller, the only fund manager in the past four decades to beat the 
S&P 500 fi fteen years in a row, is a good case in point. Miller’s approach 
is  decidedly circumstance based, yet he is routinely criticized for straying 
from an attribute-based mindset: 

 Legg Mason Value’s portfolio has hardly refl ected the stocks with low price-to-book 

and price-to-earnings ratios you would expect to fi nd in a value fund. According 

to Morningstar, at the end of 1999 its price-to-book ratio was 178 percent higher 
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than the value category average, and its price-to-earnings ratio was 45 percent 

higher than average. 9  

 All investors use theory, either wittingly or unwittingly. The lesson from 
the process of theory building is that sound theories refl ect context. Too 
many investors cling to attribute-based approaches and wring their hands 
when the market doesn’t conform to what  they  think it should do.   
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 The practical difference between . . . risk and uncertainty . . . is 

that in the former the distribution of the outcome in a group 

of instances is known . . . while in the case of uncertainty, this 

is not true . . . because the situation dealt with is in high degree 

unique. 

 —Frank H. Knight,  Risk, Uncertainty, and Profi t  

 Our knowledge of the way things work, in society or in nature, 

comes trailing clouds of vagueness. Vast ills have followed a 

belief in certainty. 

 —Kenneth Arrow, “ ‘I Know a Hawk from a Handsaw’ ” 

 Rocket Science 

 Cognitive scientist Gerd Gigerenzer noted something unusual when he took 
a guided tour through Daimler-Benz Aerospace, maker of the Ariane rocket. 
A poster tracking the performance of all ninety-four launches of Ariane 
4 and 5 showed eight accidents, including launches sixty-three, seventy, and 
eighty-eight. Curious, Gigerenzer asked his guide what the risk of accident 
was. The guide replied that the security factor was around 99.6 percent. 

 When Gigerenzer asked how eight accidents in ninety-four launches 
could translate into 99.6 percent certainty, the guide noted that they didn’t 
consider human error in the computation. Rather, DASA calculated the 
security factor based on the design features of the individual rocket parts. 1  

 This DASA story smacks of the probabilities surrounding the 2003 space 
shuttle catastrophe. NASA engineers estimated the rate of failure for the 

 5 
 Risky Business 
 Risk, Uncertainty, and Prediction in Investing 
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shuttle at 1-in-145 (0.7 percent), but the program suffered two complete 
losses in its fi rst 113 launches. 2  The DASA and NASA calculations call into 
question how we relate uncertainty and risk to probability. 

 So how should we think about risk and uncertainty? A logical starting 
place is Frank Knight’s distinction: Risk has an unknown outcome, but we 
know what the underlying outcome distribution looks like. Uncertainty 
also implies an unknown outcome, but we don’t know what the underly-
ing distribution looks like. So games of chance like roulette or blackjack 
are risky, while the outcome of a war is uncertain. Knight said that objec-
tive probability is the basis for risk, while subjective probability underlies 
uncertainty. 

 To see another distinction between risk and uncertainty, we consult the 
dictionary: Risk is “the possibility of suffering harm or loss.” Uncertainty is 
“the condition of being uncertain,” and uncertain is “not known or estab-
lished.” So risk always includes the notion of loss, while something can be 
uncertain but might not include the chance of loss. 

 Why should investors care about the distinctions between risk and 
uncertainty? The main reason is that investing is fundamentally an exercise 
in probability. Every day, investors must translate investment opportunities 
into probabilities—indeed, this is an essential skill. So we need to think 
carefully about  how  we come up with probabilities for various situations 
and  where  the potential pitfalls lie. 

 From Uncertainty to Probability 

 In his book  Calculated Risks , Gigerenzer provides three ways to get to a 
probability. These classifi cations follow a progression from least to most 
concrete and can help investors classify probability statements: 3  

  •  Degrees of belief . Degrees of belief are subjective probabilities and are the most 

liberal means to translate uncertainty into a probability. The point here is that 

investors can translate even onetime events into probabilities provided they 

satisfy the laws of probability—the exhaustive and exclusive set of alternatives 

adds up to one. Also, investors can frequently update probabilities based on 

degrees of belief when new, relevant information becomes available. 
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  •  Propensities . Propensity-based probabilities refl ect the properties of the object 

or system. For example, if a die is symmetrical and balanced, then you have 

a one-in-six probability of rolling any particular side. The risk assessment in 

the DASA and NASA cases appears to be propensity-based. This method of 

probability assessment does not always consider all the factors that may shape 

an outcome (such as human error in the rocket launchings). 

  •  Frequencies . Here the probability is based on a large number of observations 

in an appropriate reference class. Without an appropriate reference class, there 

can be no frequency-based probability assessment. So frequency users would 

not care what someone believes the outcome of a die roll will be, nor would 

they care about the design of the die. They would focus only on the yield of 

repeated die rolls. 

 What about long-term stock market returns? Much of the ink spilled 
on market prognostications is based on degrees of belief, with the resulting 
probabilities heavily colored by recent experience. Degrees of belief have a 
substantial emotional component. 

 We can also approach the stock market from a propensity perspective. 
According to Jeremy Siegel’s  Stocks for the Long Run , U.S. stocks have gener-
ated annual real returns just under 7 percent over the past 200 years, includ-
ing many subperiods within that time. 4  The question is whether there are 
properties that underlie the economy and profi t growth that support this 
very consistent return result. 

 We can also view the market from a frequency perspective. For example, 
we can observe the market’s annual returns from 1926 through 2006. This 
distribution of returns has an arithmetic average of 12.0 percent, with a 
standard deviation of 20.1 percent (provided that the statistics of normal 
distributions apply). If we assume that distribution of future annual returns 
will be similar to that of the past (i.e., the last eighty years is a legitimate 
reference class), we can make statements about the probabilities of future 
annual returns. 5  

 Of the three ways to come up with probabilities, the academic fi nance 
community is largely in the last camp. Most of the models in fi nance assume 
that price changes follow a normal distribution. One example is the Black-
Scholes options-pricing model, where one of the key inputs is  volatility—or 
the standard deviation of future price changes. 
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 But stock price changes are not normally distributed, which has implica-
tions for our notions of risk and uncertainty, market timing, and money 
management. More specifi cally, stock price change distributions show high 
kurtosis—the mean is higher, and the tails fatter, than a normal distribution. 
(We may still say that a distribution exists that characterizes the market; it’s 
just not a normal distribution.) These return outliers are of particular inter-
est in understanding the characteristics of stock market returns over time. 

 To demonstrate this point, I looked at daily S&P 500 Index price 
changes from January 3, 1978, to March 30, 2007. The index’s annual 
return (excluding dividends) in that period was 9.5 percent. I then knocked 
out the fi fty worst days, and then the fi fty best days, from the sample (over 
7,000 days). Had you been able to avoid the worst fi fty days, your annual 
return would have been 18.2 percent, versus the realized ten percent. With-
out the fi fty best days, the return was just 0.6 percent. 

 This analysis may be attention grabbing, but it lacks a point of reference. 
To provide better context, I calculated a mean and standard deviation based 
on the actual underlying data and used those statistics to generate a random 
sample of the same size and characteristics. When I knocked out the fi fty worst 

 EXHIBIT 5.1   Volatility Is Clustered, January 1978–March 2007 
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 Volatility clusters show days with price changes greater than three standard deviations. 
  Source : FactSet and author analysis. 
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days from the sample I created, the returns were just 15.2 percent (versus 18.2 
percent for the real data). Likewise, when I knocked out the fi fty best days, the 
return was 3.5 percent, signifi cantly higher than that for the real data. 

 In plain words, this analysis shows that extreme-return days play a much 
more signifi cant role in shaping the market’s total returns than a normal 
distribution suggests. It also makes a strong case against market timing, 
unless an investor has a systematic way to anticipate extreme-return days. 

 A fi nal thought on extreme-return days is that they do not appear ran-
domly throughout the time series but rather tend to cluster (see exhibit 5.1). 
So our exercise of knocking out high and low return days is not very realistic 
because in the real data these extreme days (up and down) come in bunches. 

 How Predictions Change Future Payoffs 

 A lot of issues surround prediction, but in this discussion of risk and uncer-
tainty, I focus on how, in markets, acting on a prediction can change the 
prediction’s outcome. 

 One way to think about it is to contrast a roulette wheel with a pari-
mutuel betting system. If you play a fair game of roulette, whatever pre-
diction you make will not affect the outcome. The prediction’s outcome 
is independent of the prediction itself. Contrast that with a prediction at 
the racetrack. If you believe a particular horse is likely to do better than the 
odds suggest, you will bet on the horse. But your bet will help shape the 
odds. For instance, if all bettors predict a particular horse will win, the odds 
will refl ect that prediction, and the return on investment will be poor. 

 The analogy carries into the stock market. If you believe a stock is under-
valued and start to buy it, you will help raise the price, thus driving down 
prospective returns. This point underscores the importance of expected 
value, a central concept in any probabilistic exercise. Expected value for-
malizes the idea that your return on an investment is the product of the 
probabilities of various outcomes and the payoff from each outcome. 6  

 Peter Bernstein once said, “The fundamental law of investing is the uncer-
tainty of the future.” As investors, our challenge is to translate those uncer-
tainties into probabilities and payoffs in the search for attractive securities. An 
ability to classify probability statements can be very useful in this endeavor.   
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Overall, the evidence suggests there is little benefi t to exper-

tise. . . .  Surprisingly, I could fi nd no studies that showed an 

important advantage for expertise.

—J. Scott Armstrong, “The Seer-Sucker Theory: The Value of 

Experts in Forecasting”1

Man Versus Machine

If you enter a hospital with chest pains, doctors will quickly administer an 
electrocardiogram (EKG) test. The EKG measures electrical impulses in your 
heart and translates them into squiggles on graph paper. Based in part on the 
readout, the doctor determines whether or not you’re having a heart attack. 
Sometimes the readouts are clear. But often they’re equivocal, which means 
you are relying on the doctor’s expertise to come to a proper diagnosis.

So how good are doctors at reading EKGs? In a 1996 showdown, Lund 
University researcher Lars Edenbrandt pitted his computer against Dr. Hans 
Ohlin, a leading Swedish cardiologist. An artifi cial intelligence expert, Eden-
brandt had trained his machine by feeding it thousands of EKGs and indi-
cating which readouts were indeed heart attacks. The fi fty-year-old Ohlin 
routinely read as many as 10,000 EKGs a year as part of his practice.

Edenbrandt chose a sample of over 10,000 EKGs, exactly half of which 
showed confi rmed heart attacks, and gave them to machine and man. Ohlin 
took his time evaluating the charts, spending a week carefully separating the 
stack into heart-attack and no-heart-attack piles. The battle was reminiscent 
of Garry Kasparov versus Deep Blue, and Ohlin was fully aware of the 
stakes.

6
Are You an Expert?
Experts and Markets
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As Edenbrandt tallied the results, a clear-cut winner emerged: the com-
puter correctly identifi ed the heart attacks in 66 percent of the cases, Ohlin 
only in 55 percent. The computer proved 20 percent more accurate than a 
leading cardiologist in a routine task that can mean the difference between 
life and death.2

Our society tends to hold experts in high esteem. Patients routinely sur-
render their care to doctors, investors listen to fi nancial advisors, and recep-
tive TV viewers tune in to pundits of all stripes. But what is the basis for 
this unquestioning faith in experts?

Where Do Experts Do Well?

In some domains, experts clearly and consistently outperform the average 
person: just imagine playing chess against a grandmaster, trading volleys 
on Wimbledon’s center court, or performing brain surgery. Yet in other 
domains experts add very little value, and their opinions are routinely infe-
rior to collective judgments. Further, experts in some fi elds tend to agree 
most of the time (e.g., weather forecasters), while in other fi elds they often 
stand at complete odds with one another. What’s going on?

Let’s narrow our discussion to cognitive tasks. One way to look at expert 
effectiveness is based on the nature of the problem they address. We can 
consider problem types on a continuum.3 One side captures straightfor-
ward problems inherent to static, linear, and discrete systems. The opposite 
side refl ects dynamic, non-linear, and continuous problems. Exhibit 6.1 
offers additional adjectives for each of the two extremes.

While tens of thousands of hours of deliberate practice allows experts 
to internalize many of their domain’s features, this practice can also lead 
to reduced cognitive fl exibility. Reduced fl exibility leads to deteriorating 
expert performance as problems go from the simple to the complex.

Two concepts are useful here. The fi rst is what psychologists call func-
tional fi xedness, the idea that when we use or think about something in a 
particular way we have great diffi culty in thinking about it in new ways. We 
have a tendency to stick to our established perspective and are very slow to 
consider alternative perspectives.
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The second idea, reductive bias, says that we tend to treat non-linear, 
complex systems (the right-hand side of the continuum) as if they are linear, 
simple systems. A common resulting error is evaluating a system based on 
attributes versus considering the circumstances. For example, some inves-
tors focus solely on statistically cheap stocks (attribute) and fail to consider 
whether or not the valuation indicates value (circumstance).

Reductive bias also presents a central challenge for economists, who 
attempt to model and predict complex systems using tools and metaphors 
from simpler equilibrium systems. The bias demonstrates a number of con-
ceptual challenges, including the failure to consider novel approaches, nov-
elty clues, and system change.

None of this is to say that experts are infl exible automatons. Experts act 
with demonstrably more fl exibility than novices in a particular domain. Psy-
chologists specify two types of expert fl exibility. In the fi rst type, the expert 
internalizes many of the domain’s salient features and hence sees and reacts 
to most of the domain’s contexts and their effects. This fl exibility operates 
effectively in relatively stable domains.

The second type of fl exibility is more diffi cult to exercise. This fl exibility 
requires experts to recognize when their cognitively accessible models are 

EXHIBIT 6.1 Edges of the Problem Continuum

Discrete Continuous
Static Dynamic
Sequential Simultaneous
Mechanical Organic
Separable Interactive
Universal Conditional
Homogenous Heterogeneous
Regular Irregular
Linear Nonlinear
Superfi cial Deep
Single Multiple
Stationary Nonstationary

Source: Paul J. Feltovich, Rand J. Spiro, and Richard L. Coulsen, 
“Issues of Expert Flexibility in Contexts Characterized by 
Complexity and Change,” in Expertise in Context: Human and 
Machine, ed. Paul J. Feltovich, Kenneth M. Ford, and Robert R. 
Hoffman (Menlo Park, Cal.: AAAI Press and Cambridge, Mass.: 
MIT Press, 1997), 128–9 and author.
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unlikely to work, forcing the experts to go outside their routines and their 
familiar frameworks to solve problems. This fl exibility is crucial to success 
in nonlinear, complex systems.

So how do experts ensure they incorporate both types of fl exibility? 
Advocates of cognitive fl exibility theory suggest the major determinant in 
whether or not an expert will have more expansive fl exibility is the amount 
of reductive bias during deliberate practice.4 More reductive bias may 
improve effi ciency but will reduce fl exibility. To mitigate reductive bias, the 
theory prescribes exploring abstractions across diverse cases to capture the 
signifi cance of context dependence. Experts must also look at actual case 
studies and see when rules do and don’t work.

Exhibit 6.2 consolidates these ideas and offers a quick guide to expert 
performance in various types of cognitive domains. Consistent with Exhibit 
6.1, we show a range of domains from the most simple on the left to the 
most complex on the right. The exhibit shows that expert performance is 
largely a function of the type of problem the expert addresses.

For rules-based systems with limited degrees of freedom, computers con-
sistently outperform individual humans.5 Humans perform well, but the 
computers are better and often cheaper. Computer algorithms beat people 
for reasons psychologists have documented: humans are easily infl uenced by 

EXHIBIT 6.2 Expert Performance Depends on the Problem Type

Domain 
Description

Rules based:
Limited Degrees
of Freedom

Rules based: 
High Degrees
of Freedom

Probabilistic:
Limited Degrees 
of Freedom

Probabilistic:
High Degrees
of Freedom

Expert
 Performance

Worse than
 computers

Generally
 better than
 computers

Equal to or
 worse than
 collectives

Collectives
 outperform
 experts

Expert
 Agreement

High
 (70–90%)

Moderate
 (50–60%)

Moderate/Low
 (30–40%)

Low (<20%)

Examples • Credit scoring
• Simple medical 

diagnosis

• Chess
• Go

• Admissions
offi cers

• Poker

•  Stock
market

• Economy

Source: Beth Azar, “Why Experts Often Disagree,” APA Monitor Online 30, no. 5 (May 1999) and author.
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suggestion, recent experience, and how information is presented. Humans 
also do a poor job of weighing variables.6 Because most decisions in these 
systems are rules based, experts tend to agree. The EKG-reading story illus-
trates this point.

The next column shows rules-based systems with high degrees of free-
dom. Experts tend to add the most value here. For example, while Deep 
Blue narrowly beat chess master Garry Kasparov, no computer is even close 
to beating a top player in Go, a game with simple rules but a larger 19-
by-19 board.7 Improving computing power, however, will eventually chal-
lenge the expert edge in this domain type. Agreement among experts in this 
domain remains reasonably high.

A move to the right reveals a probabilistic domain with limited degrees 
of freedom. The value of experts declines because outcomes are probabilis-
tic, but experts still hold their own versus computers and collectives. Expert 
agreement dips again in these domains. Statistics can improve expert deci-
sion making with these problems, a point Michael Lewis develops fully for 
professional baseball player selection in his bestseller Moneyball.

The right-most column shows the most diffi cult environment: a proba-
bilistic domain with high degrees of freedom. Here the evidence clearly 
shows that collectives outperform experts.8 The stock market provides an 
obvious case in point, and it comes as no surprise that the vast majority of 
investors add no value. In this domain, experts can, and often do, hold dia-
metrically opposite views on the same issue.9

We often rely on experts. But how good are their predictions, really? 
Psychologist Phil Tetlock asked nearly three hundred experts to make liter-
ally tens of thousands of predictions over nearly two decades. These were 
diffi cult predictions related to political and economic outcomes—similar to 
the types of problems investors tackle.

The results were unimpressive. Expert forecasters improved little, if at all, 
on simple statistical models. Further, when Tetlock confronted the experts 
with their poor predicting acuity, they went about justifying their views 
just like everyone else does. Tetlock doesn’t describe in detail what happens 
when the expert opinions are aggregated, but his research certainly shows 
that ability, defi ned as expertise, does not lead to good predictions when the 
problems are hard.
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Decomposing the data, Tetlock found that while expert predictions were 
poor overall, some were better than others. What mattered in predictive  ability 
was not who the people were or what they believed, but rather how they 
thought. Using a metaphor from Archilochus (via Isaiah Berlin),  Tetlock seg-
regated the experts into hedgehogs and foxes. Hedgehogs know one big thing 
and extend the explanatory reach of that thing to everything they encounter. 
Foxes, in contrast, tend to know a little about a lot and are not wedded to a 
single explanation for complex problems.

Two of Tetlock’s discoveries are particularly relevant. The fi rst is a correla-
tion between media contact and poor predictions. Tetlock notes that “ better-
known forecasters—those more likely to be fêted by the media—were less 
calibrated than their lower-profi le colleagues.”10 The research provides yet 
another reason to be wary of the radio and television talking heads.

Second, Tetlock found foxes tend to be better predictors than hedge-
hogs. He writes:

High scorers look like foxes: thinkers who know many small things (tricks of 

their trade), are skeptical of grand schemes, see explanation and prediction not as 

deductive exercises but rather exercises in fl exible “ad hocery” that require stitch-

ing together diverse sources of information, and are rather diffi dent about their 

own forecasting prowess.11

We can say that hedgehogs have one power tool while foxes have many tools 
in their toolbox. Of course, hedgehogs solve certain problems  brilliantly—
they certainly get their fi fteen minutes of fame—but don’t predict as well 
over time as the foxes do, especially as conditions change. Tetlock’s research 
provides scholarly evidence of diversity’s power.
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 Long streaks are, and must be, a matter of extraordinary luck 

imposed on great skill. 

 —Stephen Jay Gould, “The Streak of Streaks” 

 Anyone can theoretically roll 12 sevens in a row. 

 —Bill Gross,  Barron’s  

 Finding the Hot Shot 

 Humans are natural pattern seekers. One well-known example is the hot 
hand in basketball. A player who makes a few baskets in a row is considered 
to have a hot hand, which implies that he has a higher-than-normal chance 
of sinking his next shot. Research shows that sports fans, and the athletes 
themselves, believe in the hot hand phenomenon. 

 There’s only one problem: The hot hand does not exist. Scientists studied 
a season’s worth of shooting statistics of the Philadelphia 76ers and free-throw 
records of the Boston Celtics and found no evidence for the hot hand. Players 
did make successive shots, of course, but those streaks were completely consis-
tent with probabilities. Streaks and slumps lie within the domain of chance. 1  

 We see patterns where none exist because we’re wired to expect that 
the characteristics of chance show up not just in a total sequence but also 
in small parts of the sequence. Psychologists Amos Tversky and Daniel 
 Kahneman call this “belief in the law of small numbers.” 

 For example, if you show someone a short section of a long coin-toss 
series, he will expect to see a fi fty/fi fty mix between heads and tails even 
though a short section will generally deviate systematically from chance. 

 7 
 The Hot Hand in Investing 
 What Streaks Tell Us About Perception, 
Probability, and Skill 

40918-ch07-046-051 r1.indd   4640918-ch07-046-051 r1.indd   46 8/7/07   12:01:24 PM8/7/07   12:01:24 PM



THE  HOT  HAND IN  INVEST ING 47

Even a short sequence of repeated heads is enough to convince most peo-
ple (falsely) that the longer sequence is not random. That’s the reason we 
believe in hot hands. 2  

 The main point here, though, is not that humans are poor at relating 
probabilities to sequences of outcomes. The more important issue is that 
streaks inform us about probabilities. In human endeavors, unlike a fair 
coin toss, the probabilities of success or failure are not the same for each 
individual. Long success streaks happen to the most skillful in a fi eld pre-
cisely because their general chance of success is higher than average. 

 Streaks and Skill 

 Here’s an illustration of the link between streaks and skill. Let’s say you 
have two basketball players, Sally Swish and Allen Airball. Sally, the more 
skilled of the two, makes 60 percent of her shot attempts. Allen only 
makes 30 percent of his. What are the probabilities of each player mak-
ing fi ve shots in a row? For Sally, the likelihood is (0.6) 5 , or 7.8 percent. 
That means that Sally will get fi ve in a row about every thirteen sequences. 
Allen’s chances are only (0.3) 5 , or 0.24 percent. So Allen’s only going to hit 
fi ve straight once every 412 sequences. Without violating any probability 
principle, Sally is going have a lot more streaks than Allen. 3  

 Consistent with this thesis, Wilt Chamberlin drained eighteen consecu-
tive shots on February 24, 1967, to earn the NBA record for the longest 
fi eld-goal streak in a game. Chamberlin made 54 percent of his fi eld-goal 
attempts over his career, placing him among the game’s top twenty in shoot-
ing accuracy. 

 Baseball hitting streaks are another good way to test the notion that we 
should associate long streaks with skill (as well as luck). In Major League 
Baseball history, forty-two players have staked hitting streaks of thirty or 
more games. The average lifetime batting average of these players is .311. 
To put that in perspective, a .311 lifetime average would place a hitter 
among the top one hundred in the history of the game. 

 In addition, the fi ve players with the most twenty-game hitting streaks 
in history—Pete Rose, Ty Cobb, Tris Speaker, Heinie Manush, and Chuck 
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Klein—have a combined lifetime batting average of .333. Over time, the 
batting average in baseball has hovered around .260. 4  

 The one streak in sports that defi es the probabilities is Joe DiMaggio’s 
fi fty-six-game hitting streak in 1941. (The longest streak after DiMaggio’s 
is 44 games, 80 percent of DiMaggio’s record, achieved by both Pete Rose 
and Wee Willie Keeler.) Ed Purcell, a Nobel laureate in physics, combed 
baseball’s streak and slump records and concluded that everything that has 
happened in baseball was within the realm of probability—except DiMag-
gio’s streak. 5  

 Granted, DiMaggio was a great hitter—his lifetime batting average is 
the twenty-seventh best in baseball history—but the likelihood of his streak 
was less than a one in a million, even for him. 6  For this reason, most statisti-
cally oriented baseball fans believe that DiMaggio’s streak is the record least 
likely to be broken. 7  

 Toss Out the Coin Toss 

 Most fi nance professionals attribute money manager streaks (consecutive 
years of benchmark outperformance) to luck. For example, fi nance teach-
ers enthusiastically invoke a coin-tossing metaphor to demonstrate market 
effi ciency. 8  The basic idea is that if you start with a suffi ciently large sample 
of money managers, the probabilities tell you a priori that some will have a 
streak of outperformance. Start with a group of, say, 1,000 funds, assume a 
fi fty/fi fty chance of beating the market, and roughly thirty funds will out-
perform fi ve years in a row: (0.5) 5  � 1,000. 

 There is nothing wrong with this logic as far as it goes. The problem 
is that not all fund managers are of equal skill—the money-management 
industry has its versions of Sally Swish and Allen Airball. So attributing  any  
fund streak to chance misses the point that skilled participants are the most 
likely to post a streak. 

 The streak that has garnered the most attention in the mutual fund 
world is that of Legg Mason’s Bill Miller, whose Value Trust fund managed 
to outperform the S&P 500 for fi fteen consecutive years through 2005. No 
other fund has ever outperformed the market for that long in the last forty 
years. What are the odds of that? 
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 Some pundits are perfectly satisfi ed to chalk up Miller’s record to chance. 
For example, Gregory Baer and Gary Gensler write: “While we are happy for 
Legg Mason and its manager, Bill Miller, we view that outcome as roughly 
in line with random chance and as an indictment of active management.” 9  
More incredible is the comment (quoted at top) by well-regarded bond 
manager Bill Gross. In 2003, when the streak was at twelve years, Gross 
“snarled” that Miller’s performance is equivalent to rolling twelve sevens 
in a row with a pair of dice. We can only hope that Gross, who has a great 
investment track record and familiarity with gambling, was misquoted: The 
odds of rolling twelve sevens in a row are approximately 1 in 2.2 billion. 

 We can look at Miller’s streak two ways. The fi rst assumes that a constant 
percentage of funds outperform the market each year. We can then select 
a percentage and calculate the probability of one fund outperforming each 
and every year (see exhibit 7.1). For example, if you assume that mutual 
fund performance is essentially a coin toss—half of all funds beat the mar-
ket and half underperform—the odds of one fund beating the market for 

EXHIBIT 7.1 Probability That One Fund Will Outperform Each Year

Percent of Funds That Outperform the Market

Years 30% 40% 50% 60%

1 1 in 3 3 2 2
2 1 in 11 6 4 3
3 1 in 37 16 8 5
4 1 in 123 39 16 8
5 1 in 412 98 32 13
6 1 in 1,372 244 64 21
7 1 in 4,572 610 128 36
8 1 in 15,242 1,526 256 60
9 1 in 50,805 3,815 512 99

10 1 in 169,351 9,537 1,024 165
11 1 in 564,503 23,842 2,048 276
12 1 in 1,881,676 59,605 4,096 459
13 1 in 6,272,255 149,012 8,192 766
14 1 in 20,907,516 372,529 16,384 1,276
15 1 in 69,691,719 931,323 32,768 2,127
16 1 in 232,305,731 2,328,306 65,536 3,545

Source: Author analysis.
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fi fteen consecutive years is 1 in 32,768. Given that there were only 900 
comparable mutual funds at the beginning of Miller’s streak, his perfor-
mance looks impressive. 

 The problem with this analysis, though, is that outperforming the mar-
ket is not a fi fty/fi fty proposition for the average mutual fund. In fact, the 
average percentage of outperformance over the past fi fteen years was 44 
percent. If we assume a 44 percent ratio, the probability of one fund out-
performing for fi fteen years is roughly 1 in 223,000. 10  

 The second way of looking at Miller’s streak is to look at the actual per-
centages of funds that beat the market in each year (see exhibit 7.2). This 
allows us to determine the cumulative probability given what actually hap-
pened. This calculation shows that the probability of beating the market 
fi fteen years in a row (ended 2005) was about 1 in 2.3 million. A quick 
glance at the numbers shows why the odds are so low. Two years, 1995 and 
1997, create the camel-through-the-needle’s-eye probability, as only about 
10 percent of all funds beat the market in those two years. 

EXHIBIT 7.2 Percentage of Funds That Beat the S&P 500, 1991–2006

Year Funds Percent that Beat S&P 500

1991 889 47.7
1992 1,018 50.9
1993 1,289 72.0
1994 1,733 24.0
1995 2,325 12.6
1996 2,894 20.7
1997 3,761 7.9
1998 4,831 26.1
1999 5,873 51.4
2000 6,966 62.2
2001 8,460 49.7
2002 9,749 58.7
2003 10,780 56.7
2004 11,466 54.9
2005 11,329 67.1
2006 12,500 38.3

Source: Lipper Analytical Services and author analysis.

 Streaks and Luck 

 In money management, the magnitude of market outperformance (adjusted 
for risk) is the true bottom line. But streaks are intriguing because they are 
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without exception—they allow no bad years. Further, as the streak length-
ens, the tension and pressure mount. 

 Was Miller lucky along the way? Without a doubt. But as Stephen Jay 
Gould says, long streaks are extraordinary luck imposed on great skill. 11  
The central message is that across domains, long streaks typically  indicate  
skill. And since humans have a hard time relating to all but the easiest prob-
abilities, we often fail to see the signifi cance of streaks.         
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 The attractiveness of the risky asset depends on the time horizon 

of the investor. An investor who is prepared to wait a long time 

before evaluating the outcome of the investment as a gain or a 

loss will fi nd the risky asset more attractive than another inves-

tor who expects to evaluate the outcome soon. 

 —Richard H. Thaler, Amos Tversky, Daniel Kahneman, and 

Alan Schwartz, “The Effect of Myopia and Loss Aversion on 

Risk Taking: An Experimental Test” 

 Loss aversion . . . can be considered a fact of life. In contrast, 

the frequency of evaluations is a policy choice that presumably 

could be altered, at least in principle. 

 —Shlomo Benartzi and Richard H. Thaler, 

“Myopic Loss Aversion and the Equity Premium Puzzle” 

 One or One Hundred 

 In the early 1960s, economist Paul Samuelson offered his lunch colleagues 
a bet where he would pay $200 for a correct call of a fair coin toss and he 
would collect $100 for an incorrect call. But his partners didn’t bite. One 
distinguished scholar replied, “I won’t bet because  I would feel the $100 loss 
more than the $200 gain . But I’ll take you on if you promise to let me make 
100 such bets” (emphasis added). 

 This response prompted Samuelson to prove a theorem showing that “no 
sequence is acceptable if each of its single plays is not acceptable.” According 
to economic theory, his learned colleague’s answer was irrational. 1  

 8 
 Time Is on My Side 
 Myopic Loss Aversion and Portfolio Turnover 
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 Even though the lunch bet has a positive expected value, Samuelson’s 
proof doesn’t feel quite right to most people. The concept of loss aversion 
explains why. One of prospect theory’s main fi ndings, loss aversion says that 
given a choice between risky outcomes we are about two times as averse to 
losses than to comparable gains. 2  

 So Samuelson’s theoretical proof notwithstanding, most people intui-
tively agree with his lunch partner: The prospective regret of losing $100 
on a single toss exceeds the pleasure of winning $200. An opportunity to 
take the bet repeatedly, on the other hand, seems sensible because there are 
lower odds of suffering regret. 

 One signifi cant difference between expected-utility theory (the basis for 
Samuelson’s proof ) and prospect theory is the decision frame. Expected-
utility theory considers gains and losses in the context of the investor’s 
 total wealth  (broad frame). In contrast, prospect theory considers gains and 
losses versus  isolated components of wealth , like changes in a specifi c stock or 
a portfolio price (narrow frame). Experimental studies show that investors 
use price, or changes in price, as a reference point when evaluating fi nancial 
transactions. Said differently, investors pay attention to the narrow frame. 3  

 If prospect theory does indeed explain investor behavior, the probabilities of 
a stock (or portfolio) rising and the investment-evaluation period become para-
mount. I want to shine a light on the policies regarding these two variables. 

 Explaining the Equity-Risk Premium 

 One of fi nance’s big puzzles is why equity returns have been so much higher 
than fi xed-income returns over time, given the respective risk of each asset 
class. From 1900 through 2006, stocks in the United States have earned a 
5.7 percent annual premium over treasury bills (geometric returns). Other 
developed countries around the world have seen similar results. 4  

 In a trailblazing 1995 paper, Shlomo Benartzi and Richard Thaler sug-
gested a solution to the equity risk premium puzzle based on what they called 
“myopic loss aversion.” Their argument rests on two conceptual pillars: 5  

 1.  Loss aversion . We regret losses two to two and a half times more than 

similar-sized gains. Since the stock price is generally the frame of reference, the 
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EXHIBIT 8.1 Time, Returns, and Utility

Time Horizon Return
Standard 
Deviation

Positive Return 
Probability Utility

1 Hour 0.01% 0.48% 50.40% �0.488
1 Day 0.04 1.27 51.20 �0.464
1 Week 0.18 2.84 53.19 �0.404
1 Month 0.80 5.92 56.36 �0.309
1 Year 10.0 20.5 72.6 0.177
10 Years 159.4 64.8 99.9 0.997
100 Years 1,377,961 205.0 100.0 1.000

Source: Author analysis.

 probability  of loss or gain is important. Naturally, the longer the holding period 

in a fi nancial market the higher the probability of a positive return. (Financial 

markets must have a positive expected return to lure capital, since investors 

must forgo current consumption.) 

 2.  Myopia . The more frequently we evaluate our portfolios, the more likely we 

are to see losses and hence suffer from loss aversion. Inversely, the less  frequently 

investors evaluate their portfolios, the more likely they are to see gains. 

 Exhibit 8.1 provides some numbers to illustrate these concepts. 6  The 
basis for this analysis is an annual geometric mean return of 10 percent and 
a standard deviation of 20.5 percent (nearly identical to the actual mean and 
standard deviation from 1926 through 2006). 7  The table also assumes that 
stock prices follow a random walk (an imperfect but workable assumption) 
and a loss-aversion factor of 2. (Utility � Probability of a price increase � 
probability of a decline � 2.) 

 A glance at the exhibit shows that the probability of a gain or a loss in the 
very short term is close to fi fty/fi fty. Further, positive utility—essentially the 
avoidance of loss aversion—requires a holding period of nearly one year. 

 If Benartzi and Thaler are right, the implication is critical: Long-term 
investors (individuals who evaluate their portfolios infrequently) are willing 
to pay more for an identical risky asset than short-term investors (frequent 
evaluation).  Valuation depends on your time horizon.  
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 This may be why many long-term investors say they don’t care about vola-
tility. Immune to short-term squiggles, these investors hold stocks long enough 
to get an attractive probability of a return and, hence, a positive utility. 

 Benartzi and Thaler, using a number of simulation approaches, estimate 
that the evaluation period consistent with the realized equity-risk premium 
is about one year. It is important to note that the evaluation period is  not  
the same as the investor’s planning horizon. An investor may be saving for 
retirement thirty years from now, but if she evaluates her portfolio (or more 
accurately, experiences the utility of the gains and losses) annually or quar-
terly, she is acting as if she has a short-term planning horizon. 8  

 I will now make a leap (and hopefully it’s not too far) and suggest that 
for most funds, portfolio turnover is a reasonable proxy for the evaluation 
period. High turnover would be consistent with seeking gains in a rela-
tively short time, and low turnover suggests a willingness to wait to assess 
gains and losses. For many successful funds (and companies), the evalua-
tion period is a policy choice. And as Warren Buffett says, you eventually 
get the shareholders you deserve. 

 The Value of Inactivity 

 We now turn to the empirical data on the relationship between portfolio 
turnover and performance. We separate mutual funds into four types based 
on portfolio-turnover rate. The data consistently show that the low- turnover 
funds (which imply two-year-plus investor holding periods) perform best 
over three-, fi ve-, ten-, and fi fteen-year time frames (see exhibit 8.2). 

 We may be able to attribute this performance difference to lower costs—
a reason in and of itself to reduce turnover for many portfolios—but we 
would note that transaction costs tend to represent only about one-third of 
total costs for the average mutual fund. 

 Despite consistent evidence supporting the performance benefi ts of a 
buy-and-hold strategy, the average actively managed mutual fund has 
annual turnover nearly 90 percent. What gives? First off, an effi cient stock 
market  requires  investor diversity—across styles and time horizons. Not 
everyone can, or should, be a long-term investor. This fallacy of composi-
tion is the fl aw behind the “Dow 36,000” theory, which argues that if all 
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investors adopt a long-term horizon, the equity-risk premium will dissi-
pate and the market will enjoy a onetime rise. 9  Changing the nature of the 
investors changes the nature of the market. If  all  investors were long-term 
oriented, the market would suffer a diversity breakdown and hence be  less  
effi cient than today’s market. 

EXHIBIT 8.2 Portfolio Turnover and Long-Term Performance

Turnover 
 (%)

Three-Year 
Annual 
Return (%)

Five-Year 
Annual 
Return (%)

Ten-Year 
Annual 
Return (%)

Fifteen-Year 
Annual 
Return (%)

�20 9.8 8.7 9.5 11.2
20–50 10.3 9.1 9.3 11.3
50–100 10.1 8.4 8.1 10.0
�100 9.2 7.6 6.6 8.8

Note: Data through 12/31/06.
Source: Author analysis, Morningstar, Inc.

EXHIBIT 8.3 Aggregate Return and Standard Deviation

Source: Author analysis.
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 A second and much more profound reason for high turnover is agency 
costs. Studies show that a portfolio of stocks trading below expected value 
will outperform the market (adjusted for risk)  over time . But because there is 
such a focus on outcome versus process, most institutional investors have 
time horizons that are substantially shorter than what an investment strat-
egy requires to pay off. 

 Portfolio managers who underperform the market risk losing assets, and 
ultimately their jobs. 10  So their natural reaction is to minimize tracking 
error versus a benchmark. Many portfolio managers won’t buy a controver-
sial stock that they think will be attractive over a three-year horizon because 
they have no idea whether or not the stock will perform well over a three-
month horizon. This may explain some of the overreaction we see in mar-
kets and shows why myopic loss aversion may be an important source of 
ineffi ciency. 

EXHIBIT 8.4 Ratio of Standard Deviation to Return

Source: Author analysis.
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EXHIBIT 8.5 Time and the Probability of Gain

Source: Author analysis.

EXHIBIT 8.6 Utility Index

Source: Author analysis.
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 Pictures Worth a Thousand Words 

 Exhibits 8.3 through 8.6 recreate some of investment sage William  Bernstein’s 
pictures to help quantify the key ideas behind myopic loss aversion. 11  

 Exhibit 8.3 shows the relationship between risk and reward. Because risk 
(measured as standard deviation) increases as a function of the square root 
of time but reward (measured as return) compounds with time, there is a 
sharp infl ection point in the risk and reward trade-off. Note that the axes 
are on a log scale. 

 Another way to look at the same picture is to show a plot of the ratio of 
risk to reward—that is, standard deviation divided by return (exhibit 8.4). 

 We can now look at the probability of a positive outcome. Given the 
assumed underlying statistical properties, exhibit 8.5 shows how the prob-
ability that the investment will be up increases with time. If investors use 
gains and losses versus a purchase price as their frame of reference, this pic-
ture reveals the relationship between time and regret. 

 Based on the probabilities in exhibit 8.5, and assuming that losses have 
twice the impact of comparable gains, we can plot a simple utility function 
(exhibit 8.6). The scale ranges from –2.0 (a 100 percent chance of a loss � 2) 
to 1.0 (a 100 percent chance of a gain). 
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9
The Low Down on the Top Brass
Management Evaluation and the 
Investment Process

At our annual meetings, someone usually asks “What happens 

to this place if you get hit by a truck?” I’m glad they are still 

asking the question in this form. It won’t be too long before the 

query becomes: “What happens to this place if you don’t get hit 

by a truck?”

—Warren E. Buffett, Berkshire Hathaway Annual Letter

to Shareholders, 19931

Level 5 leaders channel their ego needs away from themselves 

and into the larger goal of building a great company. It’s not 

that Level 5 leaders have no ego or self-interest. Indeed, they are 

incredibly ambitious—but their ambition is fi rst and foremost 

for the institution, not themselves.

—Jim Collins, Good to Great2

Management Counts

“Is assessing management important in the investment process?” is one of 
the most frequent questions I get from clients and students.

The answer is a qualifi ed, but emphatic, yes. I suggest three areas for care-
ful consideration: management’s leadership, incentives, and capital alloca-
tion skills. I do not purport that this discussion is all encompassing—indeed, 
dedicated scholars have written countless articles and books on each of these 
topics. My more modest goal is to stimulate thought in this vital, yet often 
overlooked, area.
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When is management assessment unnecessary? Understanding manage-
ment’s motivation is not particularly important for investors—perhaps more 
accurately, speculators—who intend to have a short holding period. In the 
short term, stock prices are sensitive to specifi c events and the vagaries of the 
market. In the long term, management actions are much more likely to leave 
a lasting imprint on a company’s performance, and hence its stock price.

Make no mistake. Chief executive offi cers (CEOs) do not have an easy 
job, especially in the current environment. According to recent studies, 
forced turnover of CEOs was up sharply in 2006 versus a decade ago. And 
this trend is not limited to just the United States—the researchers found 
similar, if not more pronounced, trends in Europe and Asia.3

So what makes for a shareholder-friendly management team? I discuss 
some thoughts in the following sections.

Leadership

Leadership is tricky to defi ne, let alone assess. But I look for three qualities in 
a senior manager that, taken together, seem like a reasonable means to judge 
leadership. These qualities are learning, teaching, and self-awareness.

A consistent thirst to learn marks a great leader. On one level, this is 
about intellectual curiosity—a constant desire to build mental models that 
can help in decision making. A quality manager can absorb and weigh con-
tradictory ideas and information as well as think probabilistically. I add 
hesitantly that this aspect of learning is borderline academic. I like CEOs 
who read and think.4

Another critical facet of learning is a true desire to understand what’s going 
on in the organization and to confront facts with brutal honesty. The only 
way to understand what’s going on is to get out there, visit employees and cus-
tomers, and ask questions and listen to responses. In almost all organizations, 
there is much more information at the edge of the network—the employees 
in the trenches dealing with the day-to-day issues—than in the middle of the 
network, where the CEO sits. CEOs who surround themselves with managers 
seeking to please, rather than prod, are unlikely to make great decisions.
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A fi nal dimension of learning is creating an environment where every-
one in the organization feels they can voice their thoughts and opinions 
without the risk of being rebuffed, ignored, or humiliated. The idea here is 
not that management should entertain all half-baked ideas but rather that 
management should encourage and reward intellectual risk taking.5

Robert Rubin embodies this leadership dimension:

Our Treasury meetings were characterized by searching, questioning and debate, 

all for the sake of the fullest possible exploration of alternatives. This was a discus-

sion, rather unusual for Washington, in which rank hardly mattered. A thirty-

four-year-old deputy assistant secretary and the Treasury Secretary both felt fully 

entitled to express their views. That informality refl ected my experience both on 

Wall Street and inside the White House about what kinds of discussions tended 

to be the most illuminating and productive. So if someone, particularly someone 

junior, who was often closest to an issue, seemed to be holding back, I tried to 

draw out his or her view. What mattered to me was the merit of the argument, 

not the title of the person who made it.6

Next is teaching or the ability to communicate a simple, clear vision to 
the organization. Teaching requires a balance between the need to repeat a 
message over and over (great CEOs fi nd themselves repeating core messages 
literally hundreds of times to myriad constituencies) and the need to adapt 
to the environment as business circumstances change. Executives with this 
skill include Jack Welch and Bill Gates.

Teaching tends to come easier for executives who are passionate. I love to 
see leaders who have a passion for the business and, as a result, love to come 
to work. Success often follows passion.

This fi nal aspect of leadership assessment, self-awareness, requires a bal-
ance between self-confi dence and humility. Self-confi dence means that 
given a set of facts, an executive can draw on his or her knowledge, experi-
ence, and inputs from others to make a good decision. Humility is recog-
nition that none of us has it all—we all have weak spots that we need to 
fortify. A self-aware executive understands his or her fl aws and offsets those 
fl aws with the talents of truly excellent people.

Self-awareness also implies a measure of emotional intelligence—an abil-
ity to engage others and the organization on an emotional level. This skill 
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requires not only an ability to read individuals on a one-to-one basis but 
also an ability to judge the organizational culture and mood.

Incentives

While supporting its share of critics, economics has made a great contri-
bution to our understanding of the link between incentives and behavior. 
Long-term investors must go beyond typical managerial platitudes and 
understand what truly motivates management. The proxy statement may be 
the least read, and most important, public fi ling.

Consider that many investors and pundits have nodded approval at 
the recent compensation trend away from employee stock options toward 
restricted stock. I don’t necessarily share this enthusiasm, because the form 
of remuneration doesn’t answer the basic question, “Are the incentives moti-
vating the managerial behavior that long-term shareholders desire?”

Take employee stock options. A strong argument can be made that typi-
cal option programs do not provide employees with appropriate incentives. 
Specifi cally, in bull markets, all option holders stand to benefi t, and in 
bear markets, all suffer, without any clear distinction between companies 
that deliver superior performance and those that don’t. Throw in option 
repricing (heads I win, tails you lose) and muddled thinking about option 
accounting, and it’s not hard to see why options never satisfi ed the incen-
tive question.

Restricted stock also fails to answer the incentive question clearly. What 
is the basis for the magnitude of the stock grant? If grants are not clearly 
tied to economic performance, and grant recipients are not in a position to 
infl uence the stock price (the majority of employees), then how are stock 
grants acting as an appropriate incentive?

I believe that incentives—if they are truly to have an impact on day-to-
day behavior—must link directly to a facet of the business that an employee 
can control. This means aligning incentives at all levels of the fi rm with the 
appropriate value drivers is central in getting the execution managers and 
owners demand.7

Managers often trumpet an “ownership culture” and seek to distribute 
equity widely throughout the organization. While employees are pleased to 
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be shareholders, I suspect that most think about their stake using “mental 
accounting.” They consider the stock in a mental account that is separate 
from their cash income, don’t count on the stock for day-to-day budgeting, 
and don’t consider it when they do their jobs.

Another critical judgment is whether managers are paid to deliver account-
ing or economic performance. In the cases where there is a large owner-
 manager, this potentially huge agency cost rarely arises. But for managers 
who are paid to deliver earnings per share (EPS) growth, or for those who 
perceive EPS growth to be the be-all and end-all (still too large a group), the 
risk of signifi cant agency costs is immense. To be more concrete, you want 
managers who, when facing a choice between adding to accounting earnings 
or economic value, always opt for value.

Consider the following from Enron’s in-house risk-management manual 
as the antithesis of this ideal:

Reported earnings follow the principles of accounting. The results do not always 

create measures consistent with underlying economics. However, corporate man-

agement’s performance is generally measured by accounting income, not underly-

ing economics. Therefore, risk management strategies are directed to accounting, 

rather than economic, performance.8

Incentive is defi ned as what motivates effort. Long-term shareholders 
should look for proper incentives. And in reality, these are rare.

Capital Allocation

All roads in managerial evaluation lead to capital allocation. I defi ne capital 
allocation as apportioning the fi rm’s resources so as to generate long-term 
returns in excess of the cost of capital. As money managers know all too 
well, capital allocation is the name of the game.

How do you assess capital allocation skills? The fi rst step is to carefully 
study past capital allocation choices. How and where has management 
invested the fi rm’s capital? Have the investments earned suffi cient returns? 
If so, why? If not, why not? Past capital allocation often provides a good 
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indication of the business’s capital appetite and often reveals management’s 
focus and preferences.

Mergers and acquisitions (M&A) deserve special mention. Innumerable 
M&A studies come to the same conclusion: most acquisitions destroy value 
for the acquirer and those that create value add very little. This is not to 
say that M&A does not create value in the aggregate—of course, selling 
shareholders tend to do well. The problem is that acquirers often offer a 
control premium that exceeds the present value of the synergies.

Reversion to the mean is the microeconomic equivalent of the grim 
reaper: all high-return companies succumb to it sooner or later (great man-
agers make it later). Signifi cant M&A activity almost always suggests a 
company’s returns are gravitating to the cost of capital.9

The second step in assessing capital allocation skills is interviewing man-
agers to understand their capital allocation framework. How do they think 
about their investments? Do they have a realistic understanding of potential 
shifts in the industry? Do they understand competitive strategy?

Consider the observation of Warren Buffett, one of the great capital allo-
cators in American business history:

[T]he heads of many companies are not skilled in capital allocation. Their inad-

equacy is not surprising. Most bosses rise to the top because they have excelled 

in an area such as marketing, production, engineering, administration or, some-

times, institutional politics.

Once they become CEOs, they face new responsibilities. They now must make 

capital allocation decisions, a critical job that they may have never tackled and 

that is not easily mastered. To stretch the point, it’s as if the fi nal step for a highly-

talented musician was not to perform at Carnegie Hall but, instead, to be named 

Chairman of the Federal Reserve.

The lack of skill that many CEOs have at capital allocation is no small matter: 

After ten years on the job, a CEO whose company annually retains earnings equal 

to 10% of net worth will have been responsible for the deployment of more than 

60% of all the capital at work in the business. CEOs who recognize their lack of 

capital-allocation skills (which not all do) will often try to compensate by turn-

ing to their staffs, management consultants, or investment bankers. Charlie and 
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I have frequently observed the consequences of such “help.” On balance, we feel 

it is more likely to accentuate the capital-allocation problem than to solve it.

In the end, plenty of unintelligent capital allocation takes place in corporate 

America. (That’s why you hear so much about “restructuring.”)10

Finally, a word on people. Does management understand how to put the 
right people into the right jobs? Too often companies seek to promote execu-
tives with the “right stuff”—good communication skills, smarts, and success 
in a specifi c context—without full consideration of their actual work skills 
and experience. As a result, these companies misallocate human capital, with 
poor results for both the business and the executive.

The Bottom Line

Assessing management’s leadership, incentives, and capital allocation dis-
cipline is essential for long-term shareholders. Despite a heightened focus 
on corporate governance, few boards are suffi ciently proactive to appropri-
ately address these areas. I’ve attempted to give some guidelines in thinking 
through some of the issues.
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 Part 2 
 Psychology of Investing 
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 Cigar-chomping Puggy Pearson was a gambling legend. Born dirt poor 
and with only an eighth-grade education (“that’s about equivalent to a third 
grade education today,” he quipped), Pearson amassed an impressive record: 
he won the World Series of Poker in 1973, was once one of the top ten pool 
players in the world, and managed to take a golf pro for $7,000—on the 
links. 

 How did he do it? Puggy explained, “Ain’t only three things to gambling: 
Knowin’ the 60–40 end of a proposition, money management, and knowin’ 
yourself.” For good measure, he added, “Any donkey knows that.” 1  

 The fi rst two of Pearson’s prescriptions are in the realm of investment 
philosophy, last part’s topic. But the third, “knowin’ yourself,” falls squarely 
in the psychological domain. 

 Psychology may be the most underappreciated, undertaught, and under-
contemplated facet of investing. It is critical because it helps explain what 
errors you are likely to make under various circumstances, offers insight 
into how others will infl uence your decisions, and provides perspective on 
how you should behave. In most cases, a traditional business school educa-
tion won’t help you much in these crucial areas. 

 In the last few decades, behavioral fi nance has considerably narrowed 
the gap between fi nance theory and psychology. For example, Daniel 
 Kahneman and Amos Tversky developed a theory that concretely demon-
strates how humans operate suboptimally versus what standard economic 
theory suggests. But even today, behavioral fi nance falls short of providing 
investors a cohesive approach to markets. The goal of this section’s essays is 
to provoke you to evaluate your decision-making process. 

 When people mention psychology, they are almost always referring to 
how individuals behave. But there’s an important and often-overlooked dis-
tinction between  individual  and  collective  decisions. Both are relevant, but 
collective decision making is really the key when dealing with markets. 

 Make no mistake, improving individual decision making is valuable, as 
Pearson’s admonishment to “know yourself ” suggests. On that level, this 

I  N T RO D U C T I O N 
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section delves into topics like how stress affects decision making, the tricks 
people use to convince you to do something, and intuition’s double-edged 
sword. 

 Why are collective decisions central to markets? The main reason is that 
individual errors often cancel out: if you and I are both overconfi dent but 
you say buy when I say sell, our independent mistakes may still result in an 
accurate, or effi cient, price. In fact, diversity of opinion looks like one of 
the necessary conditions of a well-functioning market. 

 So for the most part, a true picture emerges from lots of investors err-
ing independently. Since each individual is a small part of a greater whole, 
asking an individual to explain the whole is folly. Once you recognize that 
point, you’ll realize the talking heads on television satisfy a human  need  for 
an expert, without providing the  value  of an expert. 

 So individual independence is good, but it doesn’t always prevail. The 
reason is that humans—like many other animals—are inherently social. 
While being social has lots of pluses, it also has some minuses. Take, for 
example, imitation. Imitation is incredibly useful in life, especially when 
someone has valuable information that you don’t have. But like other 
things in life, too much of a good thing is bad. Mindless imitation can lead 
to consequences from the inane (the pet rock fad) to the disastrous (market 
crash of 1987). 

 So when you’re dealing in markets, it’s not enough to have your own 
view,  you have to consider what other people think . Neoclassical economics 
likes to treat humans as deductive processing machines; we can go from 
general premises to specifi c conclusions. The trouble is, in all but the sim-
plest situations (think tic-tac-toe), we simply don’t have the computational 
ability to operate deductively. Indeed, humans tend to be superb pattern 
recognizers—so good, in fact, that we see patterns where none exist. Toss 
out rational decision making, and things start to get complicated. 

 Investing is interactive, probabilistic, and noisy. As a result, successful 
decision making requires an investor to have a good grasp of psychology. 
Unfortunately, there’s no one source with all of the answers, and improve-
ment requires constant effort. But there’s no way to avoid it. As Puggy  Pearson 
once said, “Everything’s mental in life.” 2  
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  10 
 Good Morning, Let the Stress Begin 
 Linking Stress to Suboptimal Portfolio 
Management 

 It has become evident time and again that when events become 

too complex and move too rapidly as appears to be the case 

today, human beings become demonstrably less able to cope. 

 —Alan Greenspan, 

“The Structure of the International Financial System” 

 Why Zebras Don’t Get Ulcers 

 What would be tops on a zebra’s list of things that cause stress? Well, a 
zebra certainly worries about physical stressors. A lion has just attacked you, 
you’ve succeeded in escaping, but the lion is still after you with lunch on 
its mind. Evolution has assured that zebras, like most animals including 
humans, respond very effectively to these types of emergencies. 

 Now draw up the list of things  you  fi nd stressful. There probably isn’t 
much overlap with the zebra’s list. For the most part, the kinds of things we 
worry about are not physical, but mental—work deadlines, the  performance 
of the stock you put in the portfolio last week, personal relationships. 
Humans deal largely with stressors that are psychological and social. 

 In his delightful book  Why Zebras Don’t Get Ulcers , renowned brain 
researcher and stress expert Robert Sapolsky highlights a crucial point: the 
body’s physiological responses are well adapted for dealing with short-term 
physical threats. Those are the kinds of threats that we humans have faced 
for most of our existence. The problem is the  psychological  stress that we 
experience today triggers the same physiological responses. The source of 
our stress is different, but the reaction is the same. Psychological stress, if 
chronic, can lead to severe health and performance problems because it 
throws our bodies out of balance. 1  
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 What kinds of things do we do in response to stress? Sapolsky notes that 
our reactions are “generally short-sighted, ineffi cient, and penny-wise and 
dollar-foolish.” The body mobilizes to deal with the immediate threat. This 
stress response is effective in a crisis but can be very costly if you experience 
 every day  as an emergency. 2  

 Why Money Managers  Do  Get Ulcers 

 The research shows that stress stems from a loss of  predictability  and a loss of 
 control , where the common element is novelty. I believe that secular trends 
in the economy and in the money management industry are contributing 
mightily to the sensation of less predictability and control. 

 The loss of predictability, for instance, refl ects the accelerating rate of 
innovation in the global economy. For example, the average life of a com-
pany in the S&P 500 Index has gone from roughly twenty-fi ve to thirty-
fi ve years in the 1950s to about ten to fi fteen years today (see exhibit 10.1). 3  

EXHIBIT 10.1 Average Lifetime of S&P 500 Companies

Source: Foster and Kaplan, Creative Destruction, 13. Reproduced with permission.
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The spectacular rise and fall of companies in recent years certainly adds to 
the feeling that business is less predictable than ever before. 

 We also see the lack of predictability in the volatility data. While  market-
level volatility has been stable, fi rm-specifi c risk has been steadily rising since 
the 1970s. Although the volatility of a market portfolio has not changed 
much in the last few generations, money managers today have a higher risk 
than ever of being in the wrong stocks. 4  

 The loss of control not only refl ects actions  within  the portfolio but also 
evaluation  of  the portfolio by the owners. Shareholders and mutual fund rat-
ing companies judge money managers at least every ninety days, and in order 
to keep their assets, many money managers try to minimize tracking error 
versus their benchmark. Managing tracking error often requires mirroring 
the market and generally entails short-term trading. 5  In a sense, reducing 
tracking error is rational for money managers because there’s no use worrying 
about how the portfolio will perform over the next three years if you’re out of 
a job along the way. But closet indexing is not ideal for shareholders. 

 The concern about a fl ightier investor base is well founded. In the 1950s, 
the average holding period for a mutual fund was over fi fteen years. By 
2006 the holding period had shrunk to about four years. 6  Pension fund 
administrators, too, are becoming more active in hiring and fi ring fund 
managers. For example, in 2001 the state of Florida sacked Alliance Capital 
in part because of losses in Enron and despite Alliance’s good long-term 
performance. 7  

 I believe the perceived loss of predictability and control is causing many 
money managers chronic stress. And the predictable reaction to stress can 
lead to suboptimal portfolio-management decisions. 

 Shortening Horizons 

 What are the physical responses to stress? In effect, we get primed to take 
care of business in the here and now. Our blood pressure rises, our body 
mobilizes energy to the tissues that need it most, our short-term memory 
improves, and we set aside long-term projects like immune systems and 
reproduction. With a physical stressor, focusing on the short term versus 
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the long term can be the difference between life and death. When the stress 
passes, we can return to a more balanced state. But  chronic  stress keeps us 
on high alert, suppressing our natural balance. 

 Of particular importance for money managers, stress encourages a 
short-term focus. 8  Recent research shows that people (like other animals) 
often prefer small, immediate rewards to larger rewards in the future. For 
example, people prefer one apple today over two apples tomorrow. But if 
the trade-off is far enough in the future—for example, one apple in a year 
versus two apples in a year and a day—people are prepared to wait for the 
higher reward. Seeking short-term gains at the expense of more attractive 
long-term rewards is suboptimal for long-term investors. 9  

 How do we know that money managers are increasingly short-term 
oriented? We see it in the portfolio turnover data. Average portfolio turn-
over has surged in recent decades, going from roughly 20 percent in the 
1950s to well nearly 100 percent today (see exhibit 10.2). In 2006 alone, 
one out of fourteen equity funds turned its portfolio over at an annual 
rate of 200 percent or more; three in ten funds in excess of a 100 percent 
rate; and only one in four turned less than 30 percent. 10  

EXHIBIT 10.2 Mutual Fund Turnover, 1946–2006

Source: Bogle Financial Markets Research Center. Reproduced with permission. Morningstar, 
Inc., author analysis.
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 The turnover rise in the “passive” S&P 500 Index and lower commis-
sion costs suggest that a reasonable turnover level today is certainly higher 
than it was thirty or forty years ago. But most money managers are turning 
their portfolios too rapidly, resulting in substantial transaction and market 
impact costs, as well as an unnecessary tax burden. Short-termism is eating 
portfolio performance. 

 In the highly competitive money-management business, costs often play 
a prime role in separating the best- from the worst-performing funds. So 
we would expect to see a correlation between high turnover and low relative 
return. The data bear this out. In 1997, Morningstar did a comprehensive 
study of turnover and performance for U.S. equity funds.   It showed that 
low-turnover funds outperformed high-turnover funds over various time 
horizons (see exhibit 10.3). 11  The study also suggested that turnover did 
enhance performance for riskier funds, a fi nding that the academic research 
also supports. 12  

 When updated through year-end 2006, these data show a similar result. 
Analysis confi rms that the second-lowest turnover group (20 to 50 percent) 
delivered the best returns over the past one-, three-, and fi ve-year periods. 
Based on this analysis, we believe that the appropriate turnover for an active 
fund is somewhere in the 20 to 100 percent range. The low end, with 
an eighteen-month to fi ve-year implied average holding period, appears 
appropriate for value funds and the upper end’s twelve to eighteen months 

EXHIBIT 10.3 Portfolio Turnover and Long-Term Performance

Turnover
     %

One-Year 
Annual 
Return %

Three-Year 
Annual 
Return %

Five-Year 
Annual 
Return %

Ten-Year 
Annual 
Return %

�20 27.0 23.9 17.2 12.9
20–50 23.1 21.9 16.6 12.5
50–100 21.8 21.8 17.0 12.6
�100 17.6 19.8 15.0 11.3

Note: Data through 6/30/97.
Source: Morningstar, Inc.
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look reasonable for growth funds. These guidelines are subject to numerous 
caveats. 13  

 Imitating Ulysses 

 Go to your doctor with the symptoms of stress, and you’ll get a standard 
list of recommendations: seek support from social networks, exercise suf-
fi ciently, and make sure you have a healthy diet. How do you deal with the 
repercussions of stress in money management? The prescription is to work 
hard on maintaining an appropriate long-term focus. 

 Ulysses had the crew bind him to the mast of his ship to protect him 
from the call of the Sirens. Money managers, especially when feeling a loss 
of predictability and control, are drawn to short-term activity. Like Ulysses, 
money managers should take the steps necessary to focus on the long term 
if they are to optimize long-term fund performance. If the source of stress is 
largely psychological, so too is the means to cope with it.  
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 Anybody familiar with the workings of a Tupperware party will 

recognize the use of various weapons of infl uence. 

 —Robert Cialdini,  Infl uence: The Psychology of Persuasion  

 Tupperware . . . developed what I believe to be a corrupt system 

of psychological manipulation. But the practice . . . worked 

and had legs. Tupperware parties sold billions of dollars of 

merchandise for decades. 

 —Charlie Munger, in Whitney Tilson, 

“Charlie Munger Speaks—Part 2” 

 A Tip from Shining Shoes 

 Nearby my old offi ce building, the window of a shoe store advertised the 
generous offer of a free shoe shine. I walked by this store dozens of times and 
thought nothing of it. One day, though, with my shoes looking a little scuffed 
and some time on my hands, I decided to avail myself of this small bounty. 

 After my shine, I offered the shoeshine man a tip. He refused. Free was 
free, he said. I climbed down from the chair feeling distinctly indebted. 
“How could this guy shine my shoes,” I thought, “and expect  nothing ?” 

 So I did what I suspect most people who take the offer do—I looked 
around for something to buy. I had to even the score, somehow. Since 
I didn’t need shoes, I found myself mindlessly perusing shoe trees, laces, 
and polish. Finally, I slinked out of the store empty-handed and uneasy. 
Even though I had managed to escape without pulling out my wallet, I was 
sure many others weren’t so fortunate. 

 11 
 All I Really Need to Know I 
Learned at a Tupperware Party 
 What Tupperware Parties 
Teach You About Investing and Life 
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 A topic that is fascinating in investing—and in life—is why humans 
act the way they do. A few months after my sweat-on-the-brow-inducing 
shine, I read Robert Cialdini’s  Infl uence: The Psychology of Persuasion , a book 
that provides many of the answers to this question. 

 Cialdini’s work over the past three decades has concentrated on what 
induces a specifi c form of behavior change: compliance with a request. 
Cialdini argues that six tendencies of human behavior spur a positive 
response to a request. 1  All these tendencies are important to understand for 
life, and a few of them are particularly important for investors. 

 As I read Cialdini I realized that the shoe store was preying on an essen-
tial rule of human conduct—the code of reciprocity. If someone gives you 
something, you feel that you must give something in return. If you want 
to use this innate tendency to your advantage, you give something small 
and ask for something large in return. A two-dollar shoeshine for two-
hundred-dollar wing tips is a good trade. 

 I take a brief look at each of the tendencies, discuss how party sellers use 
them, and highlight the three tendencies most important for investors. 

 You  Can  Fool Mother Nature 

 Here are the six tendencies—reciprocation, consistency, social valida-
tion, liking, authority, and scarcity—along with brief descriptions. While 
Cialdini does not strongly stress the point, I believe these tendencies are 
deeply rooted in evolutionary psychology. Each behavior likely contributed 
to the reproductive success of our forebears. 

  •  Reciprocation . Research shows that there is no human society that does not feel 

the obligation to reciprocate. 2  Companies make ample use of this tendency, 

from charitable organizations sending free address labels to real estate fi rms 

offering free house appraisals. 

  •  Commitment and consistency . Once we have made a decision, and especially if 

we’ve validated that decision through public affi rmation, we’re loath to change 

our view. Cialdini offers two deep-seated reasons for this. First, consistency 

allows us to stop thinking about the issue—it gives us a mental break. And 
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second, consistency allows us to avoid the consequence of reason—namely, 

that we have to change. The fi rst allows us to avoid thinking; the second 

allows us to avoid acting. 

  •  Social validation . One of the main ways we make decisions is by observing 

the decisions of others. 3  In a famous illustration of this point, psychologist 

Solomon Asch put a group of eight subjects in a room and showed them a 

series of slides with vertical lines of various lengths. He asked the group to 

identify which line on the right matched the length of the one on the left (see 

exhibit 11.1). The answer was obvious, but Asch instructed every member of 

the group, save one, to give the same, wrong answer. 

 The subjects, bright college students, were clearly confused, and one-third 

of them went with the majority view even though it was obviously incorrect. 

While extreme, Asch’s experiment shows how we all rely to some degree on 

what others do. 4  

EXHIBIT 11.1 The Asch Experiment

Source: Illustration by author, based on Asch, “Effects of Group Pressure 
Upon the Modifi cation and Distortion of Judgment.”
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  •  Liking . We all prefer to say yes to people we like. We tend to like people who 

are similar to us, who compliment us, cooperate with us, and who are attrac-

tive. 

  •  Authority . In one of the most enlightening and unsettling human experiments 

ever, social psychologist Stanley Milgram (of “six degrees of separation” fame) 

had subjects come in and play the role of “teacher” for a “learner.” The sub-

jects asked the learner questions, and were told by a stern, lab-coated supervi-

sor to administer progressively stronger electric shocks in return for incorrect 

answers. The learners would scream in pain and beg for mercy to avoid the 

increasingly painful shocks. Even though they were never forced to do any-

thing, nor were they subject to reprisal, many of the subjects ended up doling 

out lethal shocks. 

    The learners in this experiment were actors and the shocks fake, but Mil-

gram’s fi ndings were real and chilling: People obey authority fi gures against 

their better judgment. Here again, the behavior generally makes sense—

authorities often know more than others about their fi eld—but such obedi-

ence can lead to inappropriate responses. 5  

  •  Scarcity . Evidence shows humans fi nd items and information more attrac-

tive if they are either scarce or perceived to be scarce. Companies routinely 

leverage this tendency by offering products or services for a limited time 

only. 

 These tendencies are singularly powerful. But when they are invoked in 
combinations, they are even more potent and create what Charlie Munger 
calls lollapalooza effects (yes, lollapalooza is in the dictionary). 

 All I Really Need to Know . . .  

 The seemingly innocuous Tupperware party, which according to  The New 
York Times  is “back with a vengeance” in the affl uent suburbs of New York 
City, captures such lollapalooza effects. 6  

 The Tupperware party takes advantage of four of the six tendencies. This 
is big business: Tupperware generates annual sales of about $1 billion from 
its in-home “consultants.” 

 First is reciprocity. Early in the party, there is a quiz game that allows 
participants to win play money that they can “spend” on giveaway items. 
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Each participant is also encouraged to share with the group the uses of 
products she has already purchased—evidence of commitment. Once the 
buying starts, each transaction demonstrates that others want the product, 
providing social validation. 

 But perhaps the single most important facet of the Tupperware formula 
is the tendency to say yes to people you like. The purchase request comes 
not from a stranger, but rather a friend. Indeed, the Tupperware handbook 
counsels the salespeople to use the “feel, felt, found” method, effectively 
encouraging similarity through empathy while still highlighting product 
features. 

 Combine these effects, and it’s not hard to see why many people try to 
avoid going to Tupperware parties in the fi rst place: they know that once 
they are there, they will buy something. For example, the  Times  reported 
that one attendee spent “far more than she had planned,” no doubt swept 
up by the lollapalooza effect. 

 The Psychology of Investing 

 Investors need to pay a great deal of attention to what infl uences their 
behavior. Three of Cialdini’s six tendencies are particularly relevant for 
investors: consistency and commitment, social validation, and scarcity. 

 Psychologists discovered that after bettors at a racetrack put down their 
money, they are more confi dent in the prospects of their horses winning 
than immediately before they placed their bets. 7  After making a decision, 
we feel both internal and external pressure to remain consistent to that view, 
even if subsequent evidence questions the validity of the initial decision. 

 So an investor who has taken a position in a particular stock, recom-
mended it publicly, or encouraged colleagues to participate, will feel the 
need to stick with the call. Related to this tendency is the confi rma-
tion trap: postdecision openness to confi rming data coupled with dis-
avowal or denial of disconfi rming data. One useful technique to mitigate 
consistency is to think about the world in ranges of values with associ-
ated probabilities instead of as a series of single points. Acknowledging 
multiple scenarios provides psychological shelter to change views when 
appropriate. 
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 There is a large body of work about the role of social validation in 
investing. Investing is an inherently social activity, and investors periodi-
cally act in concert. Awareness of breakdowns in the diversity of opinion 
and respect for extreme valuations can help offset the deleterious impact 
of social validation. 

 Finally, scarcity has an important role in investing (and certainly plays a 
large role in the minds of corporate executives). Investors in particular seek 
informational scarcity. The challenge is to distinguish between what is truly 
scarce information and what is not. One means to do this is to reverse-
engineer market expectations—in other words, fi gure out what the market 
already thinks.   
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 People base their judgments of an activity or a technology not 

only on what they  think  about it but also on what they  feel  about 

it. If they like an activity, they are moved toward judging the risks 

as low and the benefi ts as high; if they dislike it, they tend to judge 

the opposite—high risk and low benefi t. Under this model, affect 

comes prior to, and directs, judgments of risk and benefi t. 

 —Slovic, Finucane, Peters, and MacGregor, 

“Risk as Analysis and Risk as Feelings” 

 We sometimes delude ourselves that we proceed in a rational 

manner and weight all of the pros and cons of various alterna-

tives. But this is seldom the actual case. Quite often “I decided 

in favor of X” is no more than “I liked X.” . . . We buy the cars 

we “like,” choose the jobs and houses we fi nd “attractive,” and 

then justify these choices by various reasons. 

 —Robert B. Zajonc, “Feeling and Thinking: 

Preferences Need No Inferences” 

 The strategies of human reason probably did not develop, in 

either evolution or any single individual, without the guiding 

force of the mechanisms of biological regulation, of which emo-

tion and feeling are notable expressions. Moreover, even after 

reasoning strategies become established in the formative years, 

their effective deployment probably depends, to a considerable 

extent, on the continued ability to experience feelings. 

 —Antonio Damasio, 

 Descartes’ Error: Emotion, Reason, and the Human Brain  

 12 
 All Systems Go 
 Emotion and Intuition in Decision Making 
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 Emotions and Decisions 

 Neuroscientist Antonio Damasio describes how early in his career he real-
ized that traditional views on rationality had to be wrong. He saw a patient 
with all the faculties for rational behavior intact—attention, memory, logic. 
But brain damage had eviscerated the man’s ability to experience feelings, 
and this had robbed him of the ability to make successful decisions day to 
day. Damasio saw the link: impaired feelings and fl awed decisions go hand 
in hand. 1  

 Damasio’s later work confi rmed his observation. In one experiment, 
he harnessed subjects to a skin-conductance-response machine and asked 
them to fl ip over cards from one of four decks; two of the decks gener-
ated gains (in play money) and the other two were losers. As the subjects 
turned cards, Damasio asked them what they thought was going on. After 
about ten turns, the subjects started showing physical reactions when they 
reached for a losing deck. About fi fty cards into the experiment, the sub-
jects articulated a hunch that two of the four decks were riskier. And it 
took another thirty cards for the subjects to explain why their hunch was 
right. 2  

 This experiment provided two remarkable decision-making lessons. First, 
the unconscious knew what was going on before the conscious did. Second, 
even the subjects who never articulated what was going on had unconscious 
physical reactions that guided their decisions. 

 When Damasio replicated the experiment on brain-damaged patients, 
he saw none of the typical reactions. The skin-conductance response and 
verbal descriptions confi rmed that the patients had no idea what was going 
on—either unconsciously or consciously. 3  

 Two Follows One 

 In his Nobel Prize lecture, Daniel Kahneman describes two systems of deci-
sion making. 4  System 1, the experiential system, is “fast, automatic, effort-
less, associative, and diffi cult to control or modify.” System 2 is analytical 
and “slower, serial, effortful, and deliberately controlled.” Exhibit 12.1 
compares these systems. 
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 In Kahneman’s model, system 1 uses perception and intuition to generate 
 impressions  of objects. These impressions are involuntary, and an individual 
may not be able to verbalize them. He argues that system 2 is involved in all 
 judgments , whether or not the individual is making decisions overtly. Intu-
ition is a judgment that refl ects an impression. Kahneman’s work (along with 
that of his collaborator, Amos Tversky) shows how impressions can lead to 
judgments that are suboptimal according to classical economic theory. 

 So the evidence suggests that you can’t separate emotions (system 1) 
from decisions (system 2). In fact, as Damasio showed, system 1 needs 
to operate normally in order for you to make good judgments. From an 
investor’s standpoint, two questions become central: What infl uences our 

EXHIBIT 12.1 Comparison of the Experiential and Analytical Systems

Experiential System Analytical System

 1. Holistic  1. Analytic
 2. Affective: Pleasure/pain 

oriented (what feels good)
 2. Logical: Reason oriented (what is 

sensible)
 3. Associationistic connections  3. Logical connections
 4. Behavior mediated by “vibes” from 

past experiences
 4. Behavior mediated by 

conscious appraisal of events
 5. Encodes reality in concrete images, 

metaphors, and narratives
 5. Encodes reality in abstract 

symbols, words, and numbers
 6. More rapid processing: Oriented 

toward immediate action
 6. Slower processing: Oriented 

toward delayed action
 7. Slower to change: Changes with 

repetitive or intense 
experience

 7. Changes more rapidly: Changes 
with speed of thought

 8. More crudely differentiated: Broad 
generalization gradient; 
stereotypical thinking

 8. More highly differentiated

 9. More crudely integrated: 
Dissociative, emotional

 9. More highly integrated: 
Cross-context processing

10. Experienced passively and 
preconsciously: We are seized by 
our emotions

10. Experienced actively and 
consciously: We are in control of 
our thoughts

11. Self-evidently valid: 
“Experiencing is believing”

11. Requires justifi cation via logic and 
evidence

Source: Epstein, “Cognitive-Experiential Self-Theory.” Adapted by permission.
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impressions, and how do these impressions shape perceptions of risk and 
reward? 

 The Affect Heuristic 

 One of the main shapers of our impressions is what psychiatrists call 
“affect.” 5  Affect is the “goodness” or “badness” we feel based on a stimulus. 
For example, a word like “treasure” generates positive affect, while a word 
like “hate” is negative. 

 Affect operates in the realm of system 1 and hence is rapid and auto-
matic. And affect often directs our impressions in a reasonable way: most 
things you feel good about  are  good. But affect, like other heuristics (or 
rules of thumb), has biases. Investors need to heed the biases that emanate 
from affect. 

 Affect is a noteworthy extension to prospect theory—which shows 
that investors are risk averse when facing gains and risk seeking when fac-
ing losses. Experiments show that affect—how we feel about a fi nancial 
opportunity—can  amplify  the suboptimal biases that arise from prospect 
theory (see exhibit 12.2). 

 Let’s get more concrete. The goal of an investor is to buy an asset below its 
expected value. Expected value is the weighted-average value for a distribu-
tion of possible outcomes. You calculate expected value by multiplying the 
payoff for a given outcome by the probability that the outcome will occur. 

 Research on affect demonstrates two central principles related to expected 
value. First, when the outcomes of an opportunity don’t have strong affec-
tive meaning, we tend to overweight the probabilities. Second, when the 
outcome does have strong affective meaning, we tend to overweight the 
outcome. 

 Paul Slovic tested the fi rst principle, probability dominance, with a sim-
ple experiment. He asked subjects to rate one of sixteen gambles by crossing 
various probabilities (7/36, 14/36, 21/36, and 28/36) and various payoffs 
($3, $6, $9, and $12). He found that even though the subjects wanted to 
weight the probability and payoffs equally (and thought they had done so), 
the actual weighting for probability was fi ve to sixteen times higher than 
for payoff. 6  
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 The researchers posit that the subjects leaned on probabilities because there 
was no way for them to judge the attractiveness of the payoffs—the payoffs 
lacked affective meaning. Scientists see examples of this probability domi-
nance in other fi elds as well, including studies of life-saving interventions. 

 In contrast, when payoffs are vivid—that is, when they carry substantial 
affective meaning—subjects tend to place too little emphasis on probabili-
ties and too much emphasis on outcomes. For example, researchers fi nd 
that lottery players tend to have the same feelings about playing the lot-
tery whether the probability of winning is one-in-ten million or one-in-ten 
thousand because the payoff is so affective. This feature of the theory also 
offers an explanation as to why handicappers consistently overestimate the 
odds of a long shot at the racetrack and why people fear fl ying. 

 The bottom line is that when investors feel good about an investment 
idea, they deem the risks low and the returns high irrespective of more objec-
tive probabilities. 7  And when they dislike an idea, the inverse is true—risk is 

 EXHIBIT 12.2   Affective Psychology of Risk 

  Source : Rottenstreich and Hsee, “Money, Kisses, and Electric 
Shocks.” Used by permission of Blackwell Publishing. 
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high and reward is low. Great investors aren’t too swayed by affect. Perhaps 
this is a result of how their system 1s are wired. 

 When the Experiential Fails 

 Our experiential systems function well by and large. When do they fail? 
 Our experiential system can fail us when outside forces manipulate it. 

One example is advertising. Advertisers often try to appeal to your affect by 
providing you with a vivid perception. So whenever you face a probability-
and-outcome decision, be very aware of how you feel (or are being made to 
feel) about the outcomes, and try not to let that feeling cloud the objective 
probabilities. 

 Experiential systems also fail in nonlinear or nonstationary systems. In 
nonlinear systems, cause and effect are not neatly linked. As a result, out-
comes can be very counterintuitive. In nonstationary systems, the under-
lying statistical properties of the system change over time, which means 
that the past may not be a good predictor of the future. The stock market 
exhibits both nonlinearity and nonstationarity. Accordingly, investors must 
take a very methodical and self-aware approach to judging expected values. 

 Affect: Individual Versus the Collective 

 One should be careful about extrapolating the implications of affect to sug-
gest that markets are ineffi cient. We all have our individual hard wiring and 
experiences; hence we are all going to feel affect in different ways. As mar-
kets are an aggregation of individual views, they can be effi cient (or near 
effi cient) provided that affect-driven biases are uncorrelated. 

 A dominant idea in Western society is that we should separate emotion 
and rationality. Advances in science show that such a separation is not only 
impossible but also undesirable. Yet successful investing requires a clear 
sense of probabilities and payoffs. Investors who are aware of affect are 
likely to make better decisions over time. 
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 When people are free to do as they please, they usually imitate 

each other. 

 —Eric Hoffer,  The True Believer  

 Guppy See, Guppy Do 

 At fi rst blush, biologist Lee Dugatkin appears to be a guy with way too 
much time on his hands. The focus of his research is the apparently esoteric 
question of how female guppies select mates. As it turns out, female gup-
pies have a genetic preference for bright-orange males. But when Dugatkin 
arranged for some females to observe other females choosing dull-colored 
males, the observing females also selected the dull males. Surprisingly, in 
many instances female observers overruled their instincts and chose instead 
to imitate other females. 1  

 Why should anyone care about how female guppies pick their partners? 
The answer gets to the core of a lively debate about whether animal behav-
ior is shaped solely by genetic factors or if culture plays a part. Dugatkin’s 
work demonstrates that imitation—a form of cultural transmission—is 
clearly evident in the animal kingdom and plays a central role in species 
development. 2  

 Certainly, too, imitation is a vital force with humans. Fashions, fads, and 
traditions are all the result of imitation. And since investing is inherently a 
social activity, there is every reason to believe that imitation plays a prime 
part in markets as well. 

 Most investors and businesspeople have fundamental philosophies that 
are supposed to defi ne their behavior—much like genetics shape guppy 

 13 
 Guppy Love 
 The Role of Imitation in Markets 
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mate selection. But we know that for money managers and guppies alike, 
imitation sometimes has a substantial infl uence on decision making. So is 
imitation good or bad for investors? 

 Feedback—Negative and Positive 

 Well-functioning fi nancial markets, like other decentralized systems, rely 
on a healthy balance between negative and positive feedback. Negative 
feedback is a stabilizing factor, while positive feedback promotes change. 
Too much of either type of feedback can leave a system out of balance. 3  

 The classic example of negative feedback in markets is arbitrage. Indeed, 
arbitrage is a central plank in the case for effi cient markets. For example, if 
the price of a security diverges from its warranted value, arbitrageurs buy or 
sell the appropriate securities in order to close the price/value gap. Negative 
feedback resists change by pushing in the opposite direction. 4  

 Positive feedback, on the other hand, reinforces an initial change in 
the same direction. The snowball effect, cascades, and amplifi cation are all 
examples of positive feedback. While investors often view positive feed-
back as undesirable, especially when it leads to a runaway process, it isn’t 
always bad. 

 When is positive feedback good? Well, it can help promote a smart deci-
sion. For instance, early investors in a promising new industry may encour-
age others to invest, sparking the industry’s growth. Positive feedback can 
also get a system out of a bad situation. In nature, a “follow-your-neighbor” 
strategy may allow a fl ock of birds to elude a predator. Analogously, it can 
help investors fl ee a bad investment. 5  

 Follow the Ant in Front of You 

 Imitation is one of the prime mechanisms for positive feedback. Momen-
tum investing, for example, assumes that a stock that is rising will continue 
to rise. If enough investors follow a momentum strategy, the prophecy of a 
high price becomes self-fulfi lling. 
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 Most investors view pure imitation with some misgiving, belying their 
often-imitative actions. But imitation often has a rational basis. Consider 
the following cases, for example: 6  

  Asymmetric information . Imitation can be very valuable when other investors 

know more about a particular investment than you do. We all routinely use imi-

tation in our day-to-day decision making, allowing us to leverage the specialized 

knowledge of others. 

  Agency costs . Many money-management fi rms must make trade-offs 

between maximizing the performance of the investment portfolio (long-term 

absolute returns) and maximizing the value of the money-management busi-

ness (by collecting assets and fees). Companies that choose to maximize the 

value of the business have an incentive to do what everybody else is doing. 

This imitation minimizes tracking error versus a benchmark. 

  Preference for conformity . As Keynes said, “Worldly wisdom teaches that it 

is better for reputation to fail conventionally than to succeed unconvention-

ally.” Humans like being part of a crowd, as the group often bestows safety and 

reassurance. 

 So positive feedback is desirable under some circumstances and investor 
imitation can make sense. But positive feedback can also lead to excesses. 

 Financial economists describe herding as when a large group of investors 
make the same choice based on the observations of others, independent of 
their own knowledge. 7  In effect, herding occurs when positive feedback gets 
the upper hand. Given that markets need a balance between positive and 
negative feedback, such an imbalance leads to market ineffi ciency. This is 
in contrast to the classical view that investors trade solely on the basis of 
fundamental information. 

 Determining exactly how much positive feedback is too much may be 
an impossible task. Extensive scientifi c studies of innovation and idea dif-
fusion reveal that there is typically a critical threshold, a tipping point, 
beyond which positive feedback takes over and the trend dominates the 
system. The relative frequency of bubbles and crashes strongly suggests that 
there are consistent discrepancies between price and value. 8  

 The market is not the only decentralized system that exhibits suboptimal 
imitation. For example, there is the fascinating case of army ants. A group 
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of worker ants, which are essentially blind, sometimes separates from the 
colony. Since no individual ant has any idea how to relocate the rest of the 
colony, all of the ants rely on a simple decision rule: follow the ant in front 
of you. If enough individuals follow the strategy (i.e., they reach the tipping 
point), they develop a circular mill, where ants follow each other around in 
circles until death. One such mill persisted for two days, had a 1,200-foot 
circumference, and a circuit time of two and a half hours (see exhibit 13.1). 
Eventually, a few workers created the requisite diversity by breaking away 
from the trail, and the mill dissipated. 9  

 Of course, for the ants imitation is hard-wired genetic behavior, not 
cultural. Investors, in contrast, have the ability to think independently. 
However, Charles MacKay’s famous words from over 150 years ago 
remind us that avoiding the imitation trap is an age-old problem: “Men, 
it has been well said, think in herds; it will be seen that they go mad in 
herds, while they recover their senses slowly, and one by one.” 10  

EXHIBIT 13.1  A Circular Mill of Army Ants     

Source: Author analysis.
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 Herding from the Grapevine 

 George Soros is the most prominent investor to explicitly cite the role of 
positive feedback in his investment philosophy. Soros’s theory of refl exivity 
argues that there is positive feedback between a company’s stock price and 
its fundamentals, and that this feedback can lead to booms and crashes. 
Soros’s strategy was to take advantage of these trends by either buying or 
shorting stocks. 

 The fi nance literature also reveals a number of examples of herding 
among investors: 

  •  Mutual funds.  Russ Wermers found evidence of herding among mutual funds, 

especially in small-capitalization stocks and growth-oriented funds. He found 

that the stocks the herd buys outperformed the stocks the herd sells by 4 per-

cent during the subsequent six months. 11  

  •  Analysts.  Ivo Welch shows that a buy or sell recommendation of a sell-side ana-

lyst has a signifi cantly positive infl uence on the recommendations of the next 

two analysts. Analysts often look to the left and to the right before they make 

their recommendations. 12  

  •  Fat tails.  Econophysicists, using simple herding models, have replicated the 

fat-tail price distributions that we empirically observe in markets. These mod-

els provide a much more convincing picture of market reality than those that 

assume investor rationality. 13  

 In markets, a symbiotic relationship between positive and negative feed-
back generally prevails. If all speculators destabilized prices, they would 
buy high and sell low, on average. The market would quickly eliminate 
such speculators. Further, arbitrage—speculation that stabilizes prices—
unquestionably plays a prime role in markets. But the evidence shows that 
positive feedback can dominate prices, if only for a short time. 14  Imitation 
can cause investors to deviate from their stated fundamental investment 
approach and likely provides important clues into our understanding of 
risk. Next time you buy or sell a stock, think of the guppies. 
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 Optimization by individual agents, often used to derive 

 competitive equilibria, are unnecessary for an actual economy 

to approximately attain such equilibria. From the failure of 

humans to optimize in complex tasks, one need not con-

clude that the equilibria derived from the competitive model 

are descriptively irrelevant. We show that even in complex 

 economic systems, such equilibria can be attained under a 

range of surprisingly weak assumptions about agent behavior. 

 —Antoni Bosch-Domènech and Shyam Sunder, 

“Tracking the Invisible Hand” 

 How could economics not be behavioral? If it isn’t behavioral, 

what the hell is it? 

 —Charlie Munger,  Psychology of Misjudgment  

 Sorry Syllogism 

 Classical economic theory assumes that all people have the same prefer-
ences, perfect knowledge of all alternatives, and an understanding of the 
consequences of their decisions. In short, people behave rationally. No one 
really believes that this idyllic state exists. In fact, ample empirical research 
and anecdotal evidence show that people are not perfectly rational. This 
gap between theory and practice has spawned the relatively new fi eld of 
behavioral fi nance. 1  Behavioral-fi nance researchers seek to bridge the gap 
between classical economics and psychology to explain how and why peo-
ple, and markets, do what they do. 

 14 
 Beware of Behavioral Finance 
 Misuse of Behavioral Finance Can Lead to 
Bad Thinking 
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 Behavioral fi nance raises a couple of important issues for investors. The 
fi rst is whether it is possible to systematically exploit irrational market 
behavior when it occurs. Another issue is how to avoid making suboptimal 
decisions as an investor. The goal is to close the gap between how we actu-
ally make decisions and how we should make decisions. 2  

 Behavioral fi nance is undoubtedly important for an intelligent investor. 
But poor thinking sometimes sneaks under the behavioral fi nance umbrella—
even by the fi eld’s experts. Misusing behavioral-fi nance concepts can be as 
problematic as failing to acknowledge the role of psychology in investing. 

 What’s the issue? We can express the essence of the poor-thinking problem 
with the following syllogism: 

 Humans are irrational 

 Markets are made up of humans 

 Markets are irrational 

 This logic stream appears to generate one of behavioral fi nance’s main con-
clusions. Hersh Shefrin, a leading behavioral-fi nance researcher, writes: 
“Behavioral fi nance assumes that heuristic-driven bias and framing effects 
cause market prices to deviate from fundamental values.” 3  The simple (and 
somewhat intuitive) message is that the aggregation of irrational individuals 
must lead to an irrational market. 

 To see the weakness in this case, we have to consider investor behavior 
on two levels: collective and individual. Collective behavior addresses the 
potentially irrational actions of groups. Individual behavior dwells on the 
fact that we all consistently fall into psychological traps, including overcon-
fi dence, anchoring and adjustment, improper framing, irrational commit-
ment escalation, and the confi rmation trap. 

 Here’s my main point:  markets can still be rational when investors are individ-
ually irrational . 4  Suffi cient investor  diversity  is the essential feature in effi cient 
price formation. Provided the decision rules of investors are diverse—even if 
they are suboptimal—errors tend to cancel out and markets arrive at appro-
priate prices. Similarly, if these decision rules lose diversity, markets become 
fragile and susceptible to ineffi ciency. 

 So the issue is not whether individuals are irrational (they are) but whether 
they are irrational in  the same way at the same time . So while understanding 
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individual behavioral pitfalls may improve your own decision making, appre-
ciation of the dynamics of the collective is key to outperforming the market. 
Behavioral-fi nance enthusiasts often fail to distinguish between the individual 
and the collective. 

 Mug’s Game? 

 Behavioral-fi nance experts understand the role of diversity in price forma-
tion. As Andrei Shleifer writes in his excellent book  Ineffi cient Markets: An 
Introduction to Behavioral Finance : 

 The effi cient market hypothesis does not live or die by investor rationality. In 

many scenarios where some investors are not fully rational, markets are still pre-

dicted to be effi cient. In one commonly discussed case, the irrational investors in 

the market trade randomly. When there are a large number of such investors, and 

when their trading strategies are uncorrelated, their trades are likely to cancel each 

other out. In such a market . . . prices are close to fundamental values. 

 The issue is that the fi eld views this investor diversity as a special case, not 
the rule. Shleifer continues: “This argument relies crucially on the lack of 
correlation in strategies of the irrational investors, and, for that reason, is 
quite limited.” 5  

 Finally, Shleifer argues that arbitrage—another means to bring prices in 
line with value—is risky and hence restrained in the real world. To sum up the 
case: Since investors are irrational and their strategies are rarely uncorrelated, 
markets are ineffi cient. Further, arbitrage is insuffi cient to bring markets back 
to effi ciency. So ineffi ciency is the rule, and effi ciency is the exception. Active 
portfolio management in a fundamentally ineffi cient market is a mug’s game. 

 We suspect that most professionals have the sense that effi ciency is the 
rule and ineffi ciency is the exception. Indeed, we see diverse individuals 
generate effi cient outcomes in many complex systems. In case after case, the 
collective outperforms the average individual. A full ecology of investors 
is generally suffi cient to assure that there is no systematic way to beat the 
market. Diversity is the default assumption, and diversity breakdowns are 
the notable (and potentially profi table) exceptions. 
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 Bombs Away 

 An unusual search procedure provides an interesting example of the power 
of the collective. On January 17, 1966, a B-52 bomber and a refueling air-
plane collided in midair while crossing the Spanish coastline. The bomber 
carried four nuclear bombs, three of which landed on shore and were imme-
diately found. The fourth bomb, however, was lost in the Mediterranean, 
and its rapid recovery was essential to U.S. national security. 

 Assistant Secretary of Defense Jack Howard called a young naval offi -
cer, John Craven, to fi nd the bomb. Craven assembled a diverse group 
of experts and asked them to place Las Vegas–style bets on where the 
bomb landed. Craven ran their approaches and scenarios through the 
bet-generated probabilities and found the bomb shortly thereafter.
No individual expert had the answer, but the combination of all the 
experts did. 6  

 Diversity is also a fundamental feature in the problem-solving capabilities 
of social insects such as ants and bees, including how they acquire food and 
fi nd new nests. A number of simple illustrations prove the point for human 
systems as well, including Jack Treynor’s famous jellybean jar experiment. 
Treynor fi lls a jar with jellybeans and asks his fi nance students to guess the 
total in the jar. He consistently fi nds that the average guess is both a good 
estimate of the actual number and better than almost all individual guesses. 7  

 Given what we know about suboptimal human behavior, the critical 
question is whether investors are suffi ciently diverse to generate effi ciency. 
If you think across multiple dimensions, including information sources, 
investment approach (technical versus fundamental), investment style (value 
versus growth), and time horizon (short versus long term), you can see why 
diversity is generally suffi cient for the stock market to function well. 

 Money See, Money Do 

 Just as diversity tends to yield an effi cient market, a diversity breakdown 
makes markets susceptible to ineffi ciency. More directly, the collective level 
is the right place to search for investment opportunities within behavioral 
fi nance. 8  
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 Herding is a good example. Herding is when many investors make the 
same choice based on the observations of others, independent of their own 
knowledge. 9  Markets do tend to have phases when one sentiment becomes 
dominant. These diversity breakdowns are consistent with booms (every-
one acts bullish) and busts (everyone acts bearish). 

 To the best of my knowledge, there is no one barometer that accurately 
and consistently measures investor diversity. An objective assessment of 
public (media) and private opinion probably gives some good clues. The 
key to successful contrarian investing is to focus on the folly of the many, 
not the few. 
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 The social object of skilled investment should be to defeat the 

dark forces of time and ignorance which envelop our future. 

The actual, private object of the most skilled investment today 

is “to beat the gun”, as Americans so well express it, to outwit 

the crowd, and to pass the bad, or depreciating, half-crown to 

the other fellow. 

 —John Maynard Keynes,  The General Theory of Employment  

 What Do You Expect? 

 Mark Twain defi ned a classic as something everyone wants to have read and 
nobody wants to read. One classic that deserves the attention of all inves-
tors is John Maynard Keynes’s  General Theory of Employment , and more spe-
cifi cally chapter 12, “The State of Long-Term Expectation.” Expectations 
are embedded in all the decisions we make, especially investment decisions, 
but we rarely step back and consider how and why we form our expecta-
tions. Keynes guides this refl ection. 

 Let’s take a deeper look at two facets of expectations. The fi rst distin-
guishes expectations built on deductive processes from those based on induc-
tive processes: deductive processes move from general premises to specifi c 
conclusions; inductive processes go from specifi c facts to general principles. 

 Deductive rationality, a building block of neoclassical economics, 
breaks down in the real world because human logical reasoning can’t han-
dle situations that are too complicated (i.e., we have bounded rational-
ity), and any action that deviates from rationality in human interactions 

 15 
 Raising Keynes 
 Long-Term Expectations, the El Farol Bar, 
and Kidding Yourself 
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ignites speculation about how others will behave. 1  In other words, if no 
one else is rational, it doesn’t pay for you to be. 

 The second facet of expectations is that after an event occurs, humans tend 
to overestimate their pre-event knowledge of the outcome. This hindsight bias 
erodes the quality of the feedback we need to sharpen our analytical skills. 

 Speculation and Enterprise 

 Keynes divides the basis for expectations of future returns (he uses the word 
“yield”) into two parts: facts that are more or less certain, and events that 
you can forecast with varying degrees of confi dence. These latter, uncertain 
events include the magnitude and type of investment, as well as demand 
fl uctuations. He calls the psychological expectations for these events the 
“state of long-term expectation.” 

 In forming forecasts, most people fall back on what Keynes calls a 
“convention”—they start with the current situation and modify it when 
they have defi nite reasons to expect a change. 2  He notes that the magni-
tude of the modifi cation refl ects “the state of confi dence,” a combination 
of actual market observations and business psychology. But there is no 
way to anticipate what the state of confi dence will be because it relies on 
feedback. Markets affect psychology and psychology affects markets. 3  

 Keynes argues that conventions are inherently precarious for a host of 
reasons. The most famous of these is that many investors focus not on 
“enterprise”—forecasting long-term return on investments—but rather on 
“speculation”—forecasting the market’s psychology. Here, he invokes his 
most famous metaphor: markets as a beauty contest. The goal is not to 
identify the person you fi nd the most beautiful, or even the person you 
think the average beholder fi nds most beautiful. You soon fi nd yourself try-
ing to decipher what the average opinion thinks the average opinion is. 
Through the beauty contest metaphor, Keynes describes the limitations of 
a deductive approach to economics and markets. 

 This is not to say, though, that Keynes perceives markets to run solely on 
emotion. In his words, 

 The state of long-term expectation is often steady, and, even when it is not, the 

other factors exert their compensating effects. We are merely reminding ourselves 
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that human decisions affecting the future, whether personal or political or eco-

nomic, cannot depend on strict mathematical expectation, since the basis for 

making such calculations does not exist. 4  

 In what is a timeless observation, Keynes adds, “Speculators may do no 
harm as bubbles on a steady stream of enterprise. But the position is serious 
when enterprise becomes the bubble on a whirlpool of speculation.” 5  

 Are today’s institutional investors more focused on enterprise or specula-
tion? This is a diffi cult question to answer, and markets certainly need an 
ecology of investors to remain robust. But the aggregate statistics on equity 
portfolio turnover give any intelligent investor pause. Annual turnover has 
shot from roughly 30 to 40 percent in the early 1970s to about 90 percent 
today. This means the average holding period for a stock is now just over 
one year. Not only is this turnover costly, it has also attended a disquieting 
decline in corporate governance. 6  

 Visiting El Farol 

 Economist Brian Arthur has made important contributions to our under-
standing of inductive versus deductive approaches to problem solving 
(including stock picking). Arthur notes that you can solve only the easi-
est problems deductively: you can do it for tic-tac-toe but not for chess. 
Indeed, experiments show that humans aren’t that good at deductive logic. 
But humans are superb at recognizing and matching patterns. We’re induc-
tive machines. 

 Arthur offers a model of inductive reasoning, effectively picking up 
where Lord Keynes left off. The model is based on the El Farol bar in Santa 
Fe, New Mexico, which played Irish music on Thursday nights. 7  Attend-
ing the El Farol when it isn’t too crowded is fun; you can enjoy your pint 
and the band without being disturbed. But the bar is a turn-off when it is 
packed—the jostling crowd spills your beer and the loud voices drown out 
the band. So how do you decide whether or not you should go to El Farol? 

 To make the problem more concrete, Arthur suggests that the bar has 
a hundred-person capacity and that with sixty people or fewer it is not 
crowded and with more than sixty it is. So an individual expecting that 
less than sixty people will be there will go, while one expecting more than 
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sixty will stay home. The decision to go is independent of past choices, the 
patrons don’t talk or coordinate, and the only basis for making a decision is 
past attendance. 

 This problem has two notable features. First, the problem is too com-
plicated for a deductive solution. As individuals can only look at past 
attendance, there are a large number of legitimate expectational models. 
The potential bar goers must use an inductive approach. Second, common 
expectations backfi re. If all believe most will go, nobody will go. And if all 
believe nobody will go, all will go. Like Keynes’s beauty contest, the issue is 
not just what you believe but rather what you believe others to believe. 

 Researchers have constructed models of the El Farol problem by assign-
ing individuals evolving decision rules. With suffi cient rule diversity and 
enough iterations, the mean attendance for the bar approximates the over-
crowding threshold of sixty. One study assumed 20,000 iterations, which is 
about 385 years worth of Thursday nights. 8  This means that even inductive 
approaches may generate results similar to deductive methods, provided 
there is suffi cient strategy diversity. 

 Keynes and Arthur both draw out a fundamental truth about markets: 
many investment choices are not, and cannot be, based on mathemati-
cal, deductive methods. I would add that, on the whole, a full ecology of 
strategies is suffi cient to generate effi cient markets. But when diversity is 
jeopardized—which it frequently is—markets depart signifi cantly from the 
underlying fundamentals. 

 Kidding Yourself 

 A discussion of expectation is not complete without noting an odd human 
feature: once an event has passed, we tend to believe that we had better 
knowledge of the outcome  before  the fact than we really did. Known as 
hindsight bias, or more commonly the Monday-morning-quarterback syn-
drome, this research shows that people are not very good at recalling the way 
an uncertain situation appeared to them before fi nding out the results. 9  

 Finance professor Hersh Shefrin illustrates the point by analyzing the 
comments of a former Orange County treasurer, Robert Citron. 10  In his 
annual report dated September 1993, Citron wrote, “We will have level if 
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not lower interest rates through this decade. Certainly, there’s nothing in 
the horizon that would indicate that we will have rising interest rates for 
a minimum of three years.” In February 1994, the Federal Reserve Board 
raised rates. Citron’s response: “The recent increase in rates was not a sur-
prise to us; we expected it and were prepared for it.” Now, there is a chance 
that Citron changed his view prior to the rate hike. But the much more 
plausible view is that he suffered from hindsight bias. 

 Hindsight bias stands in the way of quality feedback—understanding 
how and why we made a particular decision. One antidote to this bias is 
to keep notes of why you make decisions as you make them. Those notes 
become a valuable source of objective feedback and can help sharpen future 
decision making. 
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People who make decisions for a living are coming to realize 

that in complex or chaotic situations—a battlefi eld, a trading 

fl oor, or today’s brutally competitive business environment—

intuition usually beats rational analysis. And as science looks 

closer, it is coming to see that intuition is not a gift but a skill.

—Thomas A. Stewart, “How to Think with Your Gut”1

Guns and Better (Decisions)

As part of his Marine Corps training, retired lieutenant general Paul Van 
Riper learned classical decision making: frame the problem, formulate 
alternatives, and evaluate the options. Not surprisingly, he also taught the 
classical rational approach as the head of the Marine leadership and combat 
development program in the 1990s. But Van Riper realized that in combat 
simulations, the rational decision-making approach didn’t work the way it 
was supposed to.

Van Riper turned to cognitive psychologist Gary Klein, who had studied 
how fi refi ghters really make decisions in complex settings. Klein’s research 
found that fi refi ghters don’t weigh options at all—they use the fi rst satis-
factory idea that comes along, and then look for the next one, and so on. 
Firefi ghters don’t make decisions based on anything that resembles classical 
theory.

It occurred to Van Riper that the New York Mercantile Exchange trading 
pits had a lot in common with combat war rooms. So in 1995, he brought 
a group of Marines to New York and pitted them against the fl oor pros on 
a trading simulator. The traders trounced the Marines—to no one’s shock. 

16
Right from the Gut
Investing with Naturalistic Decision Making
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But about a month later, the traders went to Quantico, Virginia to play war 
games against the Marines. The traders again trounced the Marines—to 
everyone’s shock.2

The study of decision making has a long history. The classical model of 
decision making that Daniel Bernoulli launched over two hundred fi fty 
years ago is still the prescriptive model of choice in much of economics.3 
But the model is not realistic. In the 1950s, economist Herb Simon fash-
ioned an important case against the classical theory by noting that the 
theory’s informational requirements vastly exceed human cognitive capac-
ity. Human rationality is bounded. As a result, people don’t make deci-
sions based on optimal outcomes; they make choices based on what’s good 
enough. Simon argued that people don’t maximize; they “satisfi ce.”

In recent years, a new approach, naturalistic decision making, has 
emerged to explain how experts make decisions in real-world contexts that 
are meaningful and familiar to them.4 Evidence suggests that the key attri-
butes and principles of naturalistic decision making apply to experienced 
investors. An understanding of naturalistic decision making may help 
investors better appreciate their own approach and has important implica-
tions for training.5

Chopping Down the Decision Tree

In a recent paper, Robert Olsen lists fi ve conditions that are present in natu-
ralistic tasks and relates them to investors:6

1. Ill-structured and complex problems. In these cases, no obvious best pro-

cedure exists to solve the problem. Determining a fair value for a security, for 

instance, is an ill-structured and complex task.

2. Information is incomplete, ambiguous, and changing. That stock picking 

relies on expectations about future fi nancial performance means that there is no 

way to contemplate all information.

3. Ill-defi ned, shifting, and competing goals. Even though investing may seem to 

have clear-cut goals for the long term, goals can change signifi cantly over shorter 

horizons. For example, a portfolio manager may take a defensive posture to pre-

serve performance or a more aggressive stance to make up a performance shortfall.
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EXHIBIT 16.1  Chess Masters Don’t Lose Average Move Quality When 
They Are Time Constrained

Source: Gary Klein, Sources of Power: How People Make Decisions (Cambridge, Mass.: MIT Press, 
1998), 163.

4. Stress because of time constraints, high stakes, or both. Stress is clearly a fea-

ture of investing.

5. Decisions may involve multiple participants. This means that the decision 

maker may be working with various partners who may impose decision-making 

constraints.

How do naturalistic decision makers decide? Olsen identifi es three pri-
mary behaviors. The fi rst is an ability to rely heavily on mental imagery and 
simulation in order to assess a situation and possible alternatives.7

The second behavior is the ability to recognize problems based on pat-
tern matching. Experts are able to connect a known pattern to a specifi c 
situation. Gary Klein and his colleagues studied the average move quality of 
chess masters and class B players under regulation (135 seconds per move) 
and blitz (6 seconds per move) conditions. They found that while the aver-
age move quality improved markedly for the class B players under regula-
tion conditions, the quality of the moves under either set of conditions was 
relatively unchanged for the masters (see exhibit 16.1). Chess masters can 
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glance at a board and quickly see a pattern, allowing them to make rela-
tively good moves in a short time.8

The third behavior of naturalistic decision makers is that they reason 
through analogy. Experts have the ability to see similarities in situations 
that may appear dissimilar on the surface.

One intriguing facet of naturalistic decision making is how experts make 
decisions with very little conscious awareness. In one experiment, neuro-
scientist Antonio Damasio gave subjects four decks of cards, two rigged 
to produce gains (in play money) and two rigged to lose. He asked the 
subjects to fl ip cards, picking from any deck. Damasio hooked the subjects 
up to measure skin conductance responses (SCRs), the same measure as 
lie-detector tests, and asked periodically what they thought was going on in 
the game. By the time they’d turned roughly ten cards, the subjects started 
showing physical reactions when they reached for a losing deck. But they 
couldn’t articulate their hunch that two of the four decks were riskier until 
they had turned over about four dozen cards. And only after they turned 
over an additional thirty cards could the participants explain why their 
hunch was right. Even those subjects who could never put their hunches 
into words had physical reactions.9

Researcher Ray Christian sheds some light on the possible role of the 
unconscious in decision making. He notes that what we perceive at any 
given moment—our conscious bandwidth—is an extremely small subset 
of the information stream fl owing to the sense organs. Specifi cally, he esti-
mates that the capacity of our sensory system is 11 megabits per second 
while our conscious bandwidth is just 16 bits per second.10

Investing au Naturel

Olsen tested whether or not naturalistic decision making explains how real 
investors work. Since naturalistic decision theory relates to experts in a 
given domain, he studied investors who had earned the Chartered Financial 
Analyst (CFA®) designation. Of his 250-plus sample, over 90 percent had 
six or more years of investment experience and over 50 percent had been in 
the industry fi fteen or more years. Olsen posed eight questions in order to 
understand their investment behavior.
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EXHIBIT 16.2 Behavior Responses of CFA Charterholders

Question 1. The ability to construct a coherent and complete “story” with 
the facts of a situation is the most important task when making a decision 
or recommendation.

Agree 93% Disagree 7%

Question 2. As a forecasting/recommendation task becomes more complex 
and diffi cult, I tend to rely more on judgment and less on formal, quanti-
tative analysis.

Agree 64% Disagree 36%

Question 3. Quantitative valuation models are less useful in analyzing secu-
rities of new or more volatile companies.

Agree 89% Disagree 11%

Question 4. When a high level of outcome accuracy is diffi cult or costly to 
achieve, I tend to use procedures that are less costly even though they are 
less accurate.

Agree 80% Disagree 20%

Question 5. I make decisions manageable by ignoring unlikely outcomes.

Agree 62% Disagree 38%

Question 6. I make decisions manageable by ignoring outcome states that 
are not grossly different from others.

Agree 82% Disagree 18%

Question 7. I make decisions manageable by associating outcomes with a 
probability range instead of a point estimate.

Agree 75% Disagree 25%

Question 8. As I become more uncertain about my ability to predict out-
comes, I give greater weight to negative information about alternatives.

Agree 86% Disagree 14%

Source: Robert A. Olsen, “Professional Investors as Naturalistic Decision Makers: Evidence
and Market Implications,” The Journal of Psychology and Financial Markets 3, no. 3 (2002):
Table 2, 163.

Exhibit 16.2 shows the results. As Olsen summarizes, the response to 
the fi rst question supports the idea that expert investors make heavy use 
of mental imagery. Over 90 percent of the respondents say that creating a 
story based on facts is important to their investment decisions.

The answers to questions two to four suggest that the decision process of 
the investment pros is context dependent. Investors change their approaches 
as the circumstances dictate.
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Responses to the fi nal three questions are consistent with the idea that 
investors use “satisfi cing” behavior. Investors don’t optimize in the classical 
sense; they ignore outcomes or collapse categories to make their decision 
process more tractable.

Olsen’s study strongly suggests that expert investors are naturalistic deci-
sion makers. This conclusion is not too earth shattering for anyone who’s 
watched a great investor up close. One important implication is that investor 
training might emphasize the equivalent to a fl ight simulator—simulations 
and scenario analysis complete with timely and clear feedback.

The Fine Print

Naturalistic decision making is clearly relevant for investors and the invest-
ment process. But in thinking about the importance of the theory, there are 
a few points worth bearing in mind.

To start, naturalistic decision making is most relevant in complex envi-
ronments. When a problem is covered by rules or is simply complicated, 
classical frameworks are often very effective. Different decision-making 
approaches are relevant under different environmental circumstances.

A related point is that a collective of diverse individuals often solves 
complex problems better than the average individual. The stock market is 
a great example. Even “expert” investors struggle to beat the market over 
time. Successful experts seem to be those who can mentally represent a 
complex situation in their heads. Naturalistic decision making is not syn-
onymous with beating the market.

This leads to the fi nal point. The skill sets of the best naturalistic deci-
sion makers may not be transferable. The fi nest investors appear to combine 
innate ability (hardwiring) with hard work (diverse information input). 
While all investors can undoubtedly improve their decision making (even 
naturalistic decision making), we speculate that only a handful of investors 
have the combination of hardwiring and work ethic to consistently beat the 
market.
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The art of drawing conclusions from experiments and obser-

vations consists in evaluating probabilities and in estimating 

whether they are suffi ciently great or numerous enough to 

constitute proofs. This kind of calculation is more complicated 

and more diffi cult than it is commonly thought to be.

—Antoine Lavoisier1

There are three kinds of lies: lies, damn lies, and statistics.

—Leonard H. Courtney2

I Do—Do You?

Not all bits of information are created equal. Saying “I do” wearing a tux-
edo in front of clergy and congregation carries greater signifi cance than 
replying “I do” when your host asks if you take milk with your coffee. An 
ability to properly weight information is very useful in life and especially 
important for investors.

An investment process requires gathering and analyzing information. 
Investors have historically emphasized either the gathering or the analyzing 
piece as their source of competitive advantage. But gaining an informa-
tional edge has become much more diffi cult in recent years as the direct 
result of technological advances and regulation.

For example, the ubiquity of networked personal computers has made 
information dissemination extremely rapid and nearly costless. Today, an 
online day trader has at her fi ngertips information and access that leading 

17
Weighted Watcher
What Did You Learn from the Last Survey?
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institutions could only dream about twenty-fi ve years ago. And Regula-
tion FD (fair disclosure) seeks to assure that all investors—from the largest 
fund manager to the smallest individual—receive material information at 
the same time.

Yet analysts have not given up their search for proprietary information. 
In recent years, we have seen a blossoming in the number of surveys and 
channel checks, as well as other less savory information-gathering attempts. 
While there is clearly nothing wrong with pursuing better information—
and some fi rms do it very well—I question the investment value of much of 
today’s “proprietary” research.

There are three sources of skepticism. The fi rst is whether or not inves-
tors can properly weight information. The second is sampling problems, or 
the degree to which the sampling techniques analysts use actually refl ect the 
underlying population. The fi nal issue is whether or not today’s proprietary 
research leads to superior investment performance.

Sifting Weights

In the mid-1990s, Bill Gates carried with him a list of Microsoft’s busi-
ness priorities. The Internet, which was starting to take off, was fi fth or 
sixth on his list. But once Gates realized the signifi cance of the Internet 
to Microsoft’s future, he moved it to the top priority.3 Gates substantially 
reweighted already-known information, and hence added a lot of value for 
shareholders. Likewise, how we weight information has a signifi cant impact 
on how we view the world and how we value assets.

Our degree of belief in a particular hypothesis typically integrates two 
kinds of evidence: the strength, or extremeness, of the evidence and the 
weight, or predictive validity. 4 For instance, say you want to test the hypoth-
esis that a coin is biased in favor of heads. The proportion of heads in the 
sample refl ects the strength, while the sample size determines the weight.

Probability theory prescribes rules for how to combine strength and 
weight correctly. But substantial experimental data show that people do not 
follow the theory. Specifi cally, the strength of evidence tends to dominate 
the weight of evidence in people’s minds.
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EXHIBIT 17.1 Strength and Weight of Hypothesis Test

This bias leads to a distinctive pattern of over- and underconfi dence. 
When the strength of evidence is high and the weight is low—which accu-
rately describes the outcome of many Wall Street-sponsored surveys—people 
tend to be overconfi dent. In contrast, when the strength is low and the evi-
dence is high, people tend to be underconfi dent.

Exhibit 17.1 shows strength and weight combinations. When both are 
high, the conclusion is likely to be obvious. When both are low, the fi nding 
is unlikely to be relevant. In the two remaining boxes, however, we run the 
risk of misjudging the evidence.

The winner’s curse is another concrete example of the risk of weight-
ing information incorrectly.5 The winner’s curse says that in a competi-
tive auction, the highest bidder will typically overpay for the asset. Hence 
the bidder “wins” the auction but is “cursed” by the overpayment. When 
appraising an asset’s worth, investors often dwell on the average value that 
various bidders are likely to pay. But the only value that ultimately matters 
is what the highest bidder is willing to pay.6

Information weighting underscores that not all information is of equal 
value and relevance. Investors must be constantly diligent to avoid pitfalls 
related to improper information weighting.
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Misleading by Sample

Understanding what’s going on—what value-added resellers are saying, how 
employees feel about their company, or the purchase intentions of chief 
information offi cers (CIOs)—can be very useful to an investor. But getting 
an accurate view of the group is often not easy.

Statistics provide some guidelines for how large a population sample you 
need to create a reasonably accurate picture of the group. But in many 
cases, the underlying population is normally distributed. An appropriate 
sample of the height of adult women, for example, would provide a good 
sense of the average and distribution of female heights.

Many populations are not normally distributed, however, and here is where 
some problems arise. For instance, CIO surveys of expected technology spend-
ing often target Fortune 1000 companies. Assuming that technology spending 
as a percentage of sales is randomly distributed, which CIOs are included in 
the survey can make a huge difference to the outcome.
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Source: Fortune.com and author analysis.
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To illustrate, the top 10 percent of the companies generate over 50 per-
cent of Fortune 1000 aggregate sales, while the bottom 10 percent produce 
less than 2 percent. Weighting the responses of all CIOs equally could dis-
tort the underlying picture meaningfully unless the sample is properly strati-
fi ed. Exhibit 17.2 shows the distribution of sales for the Fortune 1000.

The overconfi dence that comes from strong evidence, yet weak predic-
tive validity, seems very prominent in today’s markets. Investors appear sat-
isfi ed using two or three data points to guide the next trade. This is a very 
diffi cult way to make a living.7 This leads to my fi nal point.

Tell Me Something the Market Doesn’t Know

The most basic test of the value of survey-based research is whether or not it 
leads to superior stock selection. The answer is ambiguous at best, in our view.

The fi rst reason relates to how quickly the market assimilates new infor-
mation.8 The evidence shows that the market does adjust to new informa-
tion rapidly. If so, then generating excess returns from that data is unlikely. 
Gaining an informational edge is diffi cult: Sell-side-sponsored surveys and 
channel checks must be disseminated uniformly, of course, and incremental 
information that a large buy-side fi rm encounters is often refl ected in share 
prices in short order. Information about what is going on now, or what is 
likely to happen in the near future, is most likely to be effi ciently priced 
into stocks. In contrast, some evidence suggests that the market is short 
sighted with regard to long-term information.9

The second issue is that there is a substantial difference between under-
standing the fundamentals (or changes in fundamentals) of an industry 
or company and a grasp of the expectations built into the current stock 
price.10 Prices refl ect collective expectations and generally incorporate more 
information than any one individual can claim. So the central question is 
whether or not information that is new to you is also new to the market.

Finally, at risk of exposing my own overconfi dence, I tested the correla-
tion between one well-known CIO survey and excess returns in the stock 
market (see exhibit 17.3).11 The evidence in favor of a link between the two 
is not persuasive.

Some investors don’t use results for assessing the sector directly surveyed 
but rather look for the derivative call—which other industries are affected 

40918-ch17-110-116 r0.indd   11440918-ch17-110-116 r0.indd   114 8/7/07   2:03:08 PM8/7/07   2:03:08 PM



WEIGHTED  WATCHER 115

by perceived trends. This analysis can run into the problem of contingent 
probability. Say that you judge the probability of a company’s orders being 
below expectations at 70 percent based on some new survey results. And 
say that there’s a 70 percent chance that a specifi c supplier will suffer as 
well. The chance that the supplier misses its number is less than 50 percent 
(0.70 � 0.70 � 0.49).

Researchers have shown that people tend to overestimate the likelihood 
of two events occurring. This error is called the conjunction fallacy and 
occurs because we tend to lump thoughts into categories. Investors working 
off derivative calls must be very alert to avoid the conjunction fallacy.12

Seeking new information is a worthy goal for an investor.13 My fear is 
that much of what passes as incremental information adds little or no value, 
because investors don’t properly weight information, rely on unsound sam-
ples, and fail to recognize what the market already knows. In contrast, I 
fi nd that thoughtful discussions about a fi rm’s or an industry’s medium- to 
long-term competitive outlook are extremely rare.
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Source: http://www2.cio.com/techpoll/index.cfm and author analysis.
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 Part 3 
 Innovation and Competitive Strategy 
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 I N T RO D U C T I O N 

 Just to give you some sense of how much change we’ve seen in the past 
hundred years or so, take a gander at the fi rst list of industrial stocks 
Charles Dow assembled in May 1896: 

 American Cotton Oil Laclede Gas 

 American Tobacco North American 

 Chicago Gas Tennessee Coal & Iron 

 Distilling and Cattle Feeding U.S. Leather 

 General Electric U.S. Rubber 

 The only company that’s still around is General Electric, and today it’s a lot 
more general than electric. These were the blue chip companies of their day 
and refl ected the commodity-based economy in which they competed. It’s 
hard to imagine that Distilling and Cattle Feeding and American Cotton 
Oil were hot stuff, but future generations might get similar chuckles from 
Microsoft and Merck. 

 Do the changes of the past century give us any inkling about the next 
century? Well, we know a couple of things for sure. First, any predictions 
about the distant future are likely to be wildly off the mark. And second, 
the only thing we can pretty much count on going forward is  innovation . 
How to think about and cope with innovation is the theme of this section. 

 Investors need to understand innovation because it’s the primary mecha-
nism shaping which companies will win and lose. But here’s the problem: 
Even though most investors acknowledge that tomorrow’s successful com-
panies will be very different from today’s leaders, the changes driving the 
overhaul are generally small and incremental. So unless you think carefully 
about innovation’s  cumulative  effects, the small changes will escape your 
detection and you’ll end up with yesterday’s favorites. 

 One of this section’s main ideas is that innovation is inevitable. Innova-
tion is the result of recombining existing idea building blocks. So the more 
ideas that exist and the quicker we can manipulate them, the more rapidly 
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we can come up with useful solutions—innovations. Indeed, there’s a good 
case for an  accelerating  pace of innovation. Naturally, innovation implies 
winners and losers. Evidence shows that today’s winners are likely targets 
for competition and that once companies go from good to bad, they rarely 
recover. 

 Another key principle is that humans are terrible at dealing with change. 
As investors, we tend to extrapolate. The expectations embedded in valuations 
frequently assume more of the same: good companies will continue to thrive 
and poor performers will remain in the doghouse. Corporate executives, 
too, settle into comfortable routines, sowing the seeds for future competi-
tive failure. 

 A fi nal theme is how to deal with change. When new industries emerge, 
sorting good from bad strategies is nearly impossible. So the pattern we often 
see is that the industry tries many different strategies and lets the marketplace 
dictate which ones are good (there’s a fascinating parallel here with brain 
development). The result is a set of attractive strategies, but at the signifi cant 
cost of many failures. Rather than view these failures as undesirable, we might 
consider them as a vital part of business-model search. 

 A fi rm grasp of innovation’s underlying principles may not help you antic-
ipate what stocks your grandchildren will hold, but it will aid immensely in 
your ability to anticipate expectations changes for your portfolio. 
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 All innovations represent some break from the past—the light-

bulb replaced the gas lamp, the automobile replaced the horse 

and cart, the steamship replaced the sailing ship. By the same 

token, however, all innovations are built from pieces of the 

past—Edison’s system drew its organizing principles from the 

gas industry, the early automobiles were built by cart makers, 

and the fi rst steamships added steam engines to existing sailing 

ships. 

 —Andrew Hargadon,  How Breakthroughs Happen  

 We must see to it that our industry shall be able to produce 

annually up to 50,000,000 tons of pig iron, up to 60,000,000 

tons of steel, up to 500,000,000 tons of coal, and up to 

60,000,000 tons of oil. Only when we succeed in doing that 

can we be sure that our Motherland will be insured against all 

contingencies. 

 —Josef Stalin, Speech, 1946 

 The empires of the future are the empires of the mind. 

 —Winston Churchill, Speech at Harvard University, 1943 

 Take Off with Recombination 

 On December 17, 1903, Orville Wright made history when he con-
trolled his engine-powered plane for a sustained fl ight, covering 120 feet 

18 
 The Wright Stuff 
 Why Innovation Is Inevitable 
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in twelve seconds (see exhibit 18.1). With that, the Wright brothers 
launched multiple industries and forever altered the nature of long-
 distance travel. 

 How did the Wright brothers achieve their world-changing feat? They 
neither relied on divine inspiration nor started with a clean slate. You could 
best describe the fi rst plane as a recombination of known ideas and tech-
nologies. 1  As management professor Andrew Hargadon says, all innova-
tions represent some break from the past, built from pieces of the past. The 
Wrights’s genius was the insight that combining a light gasoline engine, 
some cables, a propeller, and Bernoulli’s principle would result in a fl ying 
contraption. 

 Investors need to appreciate the innovation process for a couple of rea-
sons. First, our overall level of material well-being relies heavily on inno-
vation. Second, innovation lies at the root of creative destruction—the 
process by which new technologies and businesses supersede others. More 
rapid innovation means more success and failure for companies. 

EXHIBIT 18.1 The Wright Brothers First Flight Source: Corbis Corporation.
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 How Does Wealth Happen? 

 Economist Paul Romer often starts with a very simple question, How is it 
that we are wealthier today than we were 100 or 1,000 years ago? After all, 
the underlying quantity of the world’s raw materials—in the extreme, the 
earth’s total physical mass—hasn’t changed, and we have to divide this mass 
among a much larger human population. Yet worldwide per capita GDP 
is roughly thirty times what it was a millennium ago, with much of the 
increase occurring in the past 150 years (see exhibit 18.2). 2  

 Romer’s rather straightforward explanation is that we have progres-
sively learned how to rearrange raw materials to make them more and 
more valuable. Whereas control over physical resources was the primary 
source of wealth one hundred years ago (in 1896, ten of the twelve com-
panies in the Dow were in commodity businesses), today the ideas and 
formulas to manipulate raw materials form the engine of wealth creation. 

EXHIBIT 18.2 The Explosion in Per Capita GDP

Source: Angus Maddison and author estimates.
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As Churchill correctly noted sixty years ago, the empires of the future are 
empires of the mind. 3  

 To make his point more concrete, Romer distinguishes between two 
parts of the value-creation process: the discovery of new instructions, ideas, 
or formulas and the carrying out of those instructions. New instructions are 
of no value unless someone can effectively execute them. 

 Romer suggests that a contrast between U.S. Steel in 1900 and Merck 
in 2000 represents the shift in our economy at large. Had you studied 
U.S. Steel a century ago, you would have seen many employees following 
instructions—transporting ore, feeding furnaces, shaping steel—and only a 
handful working on identifying new instructions. The evolution of instruc-
tions was important, of course; it was just much less visible. 

 Take a tour of a pharmaceutical company like Merck today, and the 
emphasis is fl ipped. Most employees are trying to fi nd new instructions. No 
doubt there are workers carrying out instructions, but they are a small part 
of the picture. You can use these terms to recast the ongoing debate about 
job outsourcing: Is it all right to outsource the jobs that execute instructions 
provided you encourage opportunities for those who create instructions? 

 That instructions to shape the world are central to wealth creation (an 
element that, ironically, classical economic growth models consider exog-
enous) comes with some important implications. 

 The fi rst is the difference between what economists call rival and non-
rival goods. With a rival good, one individual’s consumption reduces the 
quantity available to others. A car, a pen, and a shirt are examples. In con-
trast, many people can use a nonrival good—a set of instructions—at once. 
Software is the prototype. A company can distribute software widely. And 
since the additional use of this knowledge does not rely on scarce resources, 
wider sharing may lead to more growth. 4  

 A second implication is that since innovation is about recombining the 
building blocks of ideas, the more building blocks that exist, the more oppor-
tunities there are to solve problems. A simple mathematical example illustrates 
this principle. Say you had four building blocks to create potential solutions. 
The number of possible combinations is 4 � 3 � 2 � 1, or 24. Now increase 
the number of building blocks to six. The potential  combinations—6 � 5 � 
4 � 3 � 2 � 1, or 720—is thirty times larger. As Romer likes to point out, 
you can sequence twenty steps in roughly 10 19  ways, a number larger than 
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the total number of seconds that have elapsed since the Big Bang created the 
universe. 

 This leads to the fi nal implication: more idea building blocks lead to 
more innovation, which ultimately leads to faster aggregate growth. For 
companies that largely rely on physical resources, the costs associated with 
scarcity lead to diseconomies of scale and hence limit size and growth. 
Companies that primarily create knowledge don’t face the same barriers 
(although they may face other challenges). 

 We can see how this theme of size begetting growth plays out on a 
national level. The per capita GDP growth of the United States (which 
we measure in roughly forty-year increments) has actually been  accelerating  
over the past two hundred years in spite of the economy’s increasing size 
(see exhibit 18.3). In a world of ideas, size per se may not be a governor of 
growth. In fact, the opposite may be true. 

EXHIBIT 18.3 Size Does Not Impede U.S. Growth

Source: Angus Maddison and author estimates.
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  Sic Itur ad Astra  (This Is the Way to the Stars)   

 We should expect three interrelated drivers—scientifi c advances, informa-
tion storage capacity, and gains in computing power driven by Moore’s 
Law 5 —to continue to spur innovation at an accelerating rate. Here I focus 
on one aspect of innovation: changes in information transmission. 

 In his provocative book  As the Future Catches You , Juan Enriquez traces 
the evolution of human symbolic communication. 6  Twenty or thirty thou-
sand years ago, Paleolithic people painted on cave walls (see exhibit 18.4). 
Scientists believe these drawings communicated rituals related to hunting.    
These paintings are beautiful, but since they can’t be reproduced or moved, 
they have limited communication value. 

 Communication technology improved when Mesopotamian and Egyp-
tian civilizations introduced written alphabets using cuneiform letters 
and hieroglyphics about 5,000 years ago (see exhibit 18.5). This period 
also saw some of the fi rst symbols for mathematical expression, based on 

EXHIBIT 18.4 Cave Painting Source: Corbis Corporation.
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 physical tokens. These crude alphabets were a large step in the right direc-
tion but remained cumbersome. Typically, only the elite in these societies 
were literate. 

 The Chinese developed characters that allowed for greater standardiza-
tion (see exhibit 18.6). A simpler form of symbolic communication, this 
alphabet allowed the Chinese to print books using wood blocks roughly 
500 years before Gutenberg invented the printing press in Europe. 

 The Greeks simplifi ed many sounds into just a few letters, which serve 
as the basis for the twenty-six-letter Roman alphabet used in many  western 
 languages today. We can combine these letters to represent almost any 
 concept. This alphabet helped contribute to a sharp rise in literacy and 
improved the world’s standard of living. 

 But shortly before World War II, another language came to promi-
nence—the language of 1s and 0s. Binary or digital language allows us to 
encode almost any information possible—from words, to music, to the 
map of the human genome   (see exhibit 18.7). 

 Because digital language is simple, we can code, transmit, and decode 
it very quickly. 7  It also maintains remarkable fi delity and is easy to store. 

EXHIBIT 18.5 Hieroglyphics—Syllabic Signs Source: Corbis Corporation.
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 EXHIBIT 18.6   “Consilient Observer” Written in Chinese  

  Source : Jean Yu. 

EXHIBIT 18.7  “ Consilient Observer” 
Written in Binary Code

   Source : http://nickciske.com/tools/binary.php. 
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Exhibit 18.8 shows the change in information production from 1999 to 
2002. Note the large increases in magnetic and optical storage mediums. 

 What does all of this mean for innovation? Because of the fl exibility 
of digital language, we can now identify and manipulate building blocks 
like never before. Combine this with the growing inventory of building 
blocks, and the conclusion is that the rate of innovation is likely to acceler-
ate. Changes in healthcare, for example, will likely be sweeping as scientists 
combine digitization, biological knowledge (the map of the genome), and 
increased computing power. 

 Creative Destruction—Here to Stay 

 Twenty-fi rst-century Wright Brothers have unprecedented access to and 
ability to fi nd combinatorial solutions. And wealth in the future is likely to 
follow those who create the useful ideas instead of those who execute those 
ideas. 
        

EXHIBIT 18.8 Worldwide Storage of Original Information

Storage 
Medium

2002 Terabytes 
Upper Estimate

1999–2000 
Terabytes Upper 
Estimate

% Change Upper 
Estimates

Paper 1,634 1,200 36%
Film 420,254 431,690 −3%
Magnetic 4,999,230 2,779,760 80%
Optical 103 81 28%
TOTAL 5,421,221 3,212,731 69%

Source: Lyman and Varian, “How Much Information? 2003.” Reproduced with permission.
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 I think that’s exactly what you see going on here. Every 

experiment [on the Internet] is getting tried. Many of them 

are going to succeed, and many of them are going to fail. 

 —Jeff Bezos, Internet summit, 1999 

 Too Clever by Half 

 Whenever I start to feel smart, I take a good look at a three-year-old child. 
That child is learning at a staggering pace. Research shows that preliterate chil-
dren learn a new word every two hours they are awake on their way to know-
ing approximately 45,000 words by high school graduation. 1  Young children 
have a remarkable ability to learn what is useful given their environment. 

 Adults, on the other hand, have a more diffi cult time absorbing so much 
new information. Learning a second language, for instance, is much more 
challenging for a middle-aged adult than for a young child. Why? The 
answer is not only interesting from the standpoint of child development 
but also provides a useful way to think about the process of innovation in 
the business world. 

 From a child’s birth to the age of three, there is a huge increase in the 
number of synapses—connections between neurons—in the brain. In fact, 
a toddler has roughly 1 quadrillion synaptic connections, twice as many as 
an adult. Children have brains that are more active, more connected, and 
more fl exible than those of grownups. 2  

 But following this synaptic proliferation is a signifi cant  pruning  pro-
cess. Through experience, useful synaptic connections are strengthened, 
and those that aren’t used get pruned (known as a Hebbian process after 

 19 
 Pruned for Performance 
 What Brain Development Teaches Us 
About Innovation 
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psychologist Donald Hebbs). 3  Estimates suggest that young children lose 
approximately 20 billion synaptic connections each day. 4  This process fi ne-
tunes the brain to survive in its particular environment. By the time we are 
adults, synaptic selection has shaped our brains to succeed. 

 This process of synaptic overproduction and pruning may not seem 
remarkable, except when you consider that it’s an incredibly expensive 
tactic in terms of neural components and energy cost. Why has evolution 
allowed this wasteful process to persist? Nature is pretty smart. Models of 
neural networks show that the overproduction/pruning approach is very 
fl exible and more reliable at preserving information than a feed-forward 
network. Starting with lots of alternatives and winnowing down to the 
most useful ones proves to be a robust process, even though it appears quite 
ineffi cient. 5  

 Why should investors and businesspeople care about neural develop-
ment? Neural overproduction and subsequent pruning appears to parallel 
closely what happens when a new industry emerges. An understanding of 
this process provides investors with three benefi ts. First, it is a model of 
innovation that is both theoretically sound and that researchers have tested 
empirically. Second, the process provides investors with a basis for under-
standing manias or bubbles. Finally, it shows that the innovation process 
often leads to investment opportunity. 

 The Dynamics of Innovation 

 In his thoughtful book  Mastering the Dynamics of Innovation , James Utter-
back suggests three phases in industry innovation. The fi rst is what he calls 
the fl uid phase, a period in which there is a great deal of experimentation. 
This mirrors the upswing in synaptic connections. The transitional phase 
comes next, where evolutionary forces select the dominant product design. 
This phase is similar to the pruning process. The fi nal phase is the specifi c 
phase, where changes in product or process are modest. That’s what most of 
us adults face. 

 These phases suggest a consistent pattern of a sharp upswing in the num-
ber of companies in an industry when it is in the early stages followed by 
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a sharp downswing as the pruning process takes hold. The process appears 
very wasteful when we see how many alternatives it dismisses. But ulti-
mately the interplay between technical capabilities and market choices 
selects a product design that best suits the environment. 

 This pattern has played out over and over in the business world. 6  Take two 
giants in the annals of American industry—the automobile and television 
(see exhibit 19.1). In both cases, investors allocated capital liberally in the 
early phases as each industry’s growth potential was signifi cant but uncertain. 
But both industries saw steep declines in the number of competing fi rms over 
time, especially once the industry gravitated toward a dominant design. 

 The more recent history of the disk drive and personal computer indus-
tries shows the same pattern (see exhibit 19.2), although the pruning pro-
cess occurs over a much shorter period. What took thirty years in the auto 
industry a century ago took fi fteen years for the disk drive industry and 
more like a decade for the PC manufacturers. 

 The Internet, too, went through a similar process at the turn of the 
twenty-fi rst century (see exhibit 19.3). Although the Internet is not an 
industry per se, there was a period of rampant experimentation through 
the late 1990s. The pruning process came forcefully in 2001; according 
to Webmergers.com, 544 Internet companies were shut down in 2001, 

EXHIBIT 19.1 The Decline of Firms

Source: Utterback, Mastering the Dynamics of Innovation, 35 and 38, and author estimates. Used by permission.
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EXHIBIT 19.2 More Declines: Disk Drives and Computers

Source: DISK/TREND reports, Management Science, and author estimates.

EXHIBIT 19.3 Internet Failures

Source: WebMergers.com, CommScan, and author estimates.
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up from 223 in 2000. Through the fi rst half of 2002, shutdowns dropped 
almost 75 percent from the previous year’s total. 7  While the excesses of the 
Internet and telecom booms in the late 1990s carried into the twenty-fi rst 
century, this boom-and-bust pattern is by no means unique. I expect to see 
the same process unfold in the future. 

 As we transition from infants to adults, we trade vast mental fl exibility 
for capabilities tailored to our environment. Skill and competence improve 
even as the number of synaptic connections declines. What occurs in the 
business world is comparable. An industry continues to grow even as the 
number of competitors shrinks as forces select a dominant design, process, 
or both (see exhibit 19.4). 

 Pundits often deride the boom-and-bust phenomenon as wasteful 
and speculative even though it provides the necessary platform for future 
growth. Further, over the 3 billion years of life on earth, nature has repeat-
edly settled on this process. In fact, paleontologist David Raup draws a 
direct analogy between the stock market and the fossil record. 8  

 Investors: Use the Brain 

 Now that the picture has been fi lled out a little more, let’s return to
investor benefi ts. The fi rst is a basic appreciation for the existence of the 

EXHIBIT 19.4 The Personal Computer and Disk Drive Industries

Source: DISK/TREND reports, Management Science, and author estimates.
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boom-and-bust pattern and why it is so prevalent. In effect, when the
environment is uncertain, it helps to start with lots of alternatives (e.g.,
synaptic connections) and then select (via pruning) the ones that are best 
given the environment. The process is undoubtedly costly because lots of 
energy and resources necessarily go to waste, but it’s the best one going. 

 The second benefi t is how this process plays into manias. Imagine a 
baby’s brain as a market, with each synapse representing a company or 
entrant. When the baby is born, the market is buzzing because the brain 
is creating a lot of synapses and some will be wildly successful. Enthusiasm 
reigns. Introduce prices, and you have a foundation for a mania. 

 Investors use price as an important cue, among others, toward a busi-
ness’s potential success. As the price is bid up, humans naturally want to 
participate. A positive-feedback loop kicks in, which bootstraps a mania. 
But as we know, many synapses, or companies, don’t make it. The path to 
innovation is paved with failure and waste. 

 Market participants must recognize, however, that because the business 
environment is generally fl uid in periods of innovation, it’s often hard to 

EXHIBIT 19.5 OEM Hard Disk Drive Survivors

Market Capitalization (in thousands)

Company 12/31/1984 6/30/2000 History

Miniscribe $51,720  Bankrupt assets purchased by Maxtor
Masstor $51,786 Bankrupt
Rodime $53,095  Licensing patents only
Iomega $106,068 $1,100,000 Ongoing
Cipher Data $298,056  Acquired by Archive Corporation
Computer 

Memories
$35,685 Acquired by investor group

Onyx � IMI $14,399  Acquired by Corvus Systems Inc.
Seagate $220,795 $12,000,000 Ongoing
Quantum $199,836  Split into two tracking stocks
DSS (Quantum) $1,400,000 Ongoing
HDD (Quantum)  $888,000 Ongoing
Micropolis $43,826 Purchased by Singapore Technologies
Priam $77,682  Bankrupt assets purchased
Tandon $304,710 Assets purchased by Western Digital
Total $1,457,658 $15,388,000

Source: Bygrave, Lange, Roedel, and Wu, “Capital Market Excesses,” 13. Reproduced with permission.
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know which businesses will succeed or fail. The payoff for the survivors can 
be signifi cant, though, which leads to my fi nal point. 

 Investors are wise to look around for survivors at the end of the pruning 
process because a portfolio of surviving companies often presents an oppor-
tunity for attractive shareholder returns. For example, an investment in the 
twelve hard-disk-drive companies that survived through the beginning of 
1985, held through June 2000, would have generated an 11 percent annual 
compound return. Further, despite continued failures and brutal competi-
tion, investors who sold their winners at peak prices would have realized 
compound annual returns of 21 percent (see exhibit 19.5). 9  I found similar 
results with the PC stocks from 1989 to 2000. 

 While markets and businesses are social constructions, they exhibit 
features that have strong parallels in nature. The similarity between brain 
development and industry innovation is but one example.                  
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 You know that you’re over the hill when your mind makes a 

promise that your body can’t fi ll. 

 —Little Feat, “Old Folks Boogie” 

 Losing Pride 

 It’s a familiar scene to anyone who’s watched a nature show on TV. A young 
and brash lion challenges the pride’s imposing but aging leader. The elder 
lion, using intimidation and measured force, succeeds in keeping the insur-
gent in check for a while. Eventually, though, the leader succumbs and the 
younger and stronger lion succeeds him. 1  

 One obvious observation is that while not all challengers become the 
pride’s new leader, the new leader of the pride is always a challenger. 2  In 
business, as in the savanna, there is a never-ending struggle for leadership. 
Success in nature means passing your genes to the next generation. Success 
in business means that a company generates high economic returns and 
total shareholder returns in excess of its peer-group average. 

 How does thinking about leader/challenger dynamics help investors? 
These dynamics are not only a mental model for innovation but are also 
useful because there appears to be a discernable pattern of investor reaction 
to innovation. Investors tend to understate and overstate growth prospects. 

 The stock market adds a wrinkle to the innovation process because stock 
prices are not about the here and now but rather refl ect expectations for the 
future. 3  Investors, using myriad means and methods, place a present value 
on a company’s future—more accurately, the present value of the company’s 
future cash fl ows. Stock prices refl ect the collective expectations of investors. 

 20 
 Staying Ahead of the Curve 
 Linking Creative Destruction and Expectations 
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So investors can’t just consider innovation; they must assess how the market 
will consider innovation. Therein lies the potential opportunity. 

 Goldilocks Expectations: Too Cold, Too Hot, Just Right 

 There is substantial evidence that industry sales and earnings trace an S-curve 
after a discontinuity or technological change. 4    Growth starts slowly, then 
increases at an increasing pace, and fi nally fl attens out (see exhibit 20.1). This 
diagram is useful for thinking about shifting expectations. Investors (indeed 
humans in general) often think linearly. So at point A, investors do not fully 
anticipate the growth and economic returns from an industry, and they extrap-
olate relatively low growth. Expectations for future fi nancial performance are 
too low. Following a period of sustained growth (point B), investors naively 
extrapolate the recent growth into the indefi nite future. Expectations are too 
high. Finally, at point C, investors reign in expectations and adjust stock prices 
to refl ect a more realistic outlook. 

 EXHIBIT 20.1    S-Curve Growth Markets Often 
Generate Perception Gaps 

  Source : Author analysis. 
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 So the obvious goal for an investor is to buy a stock at point A and sell it 
at point B—avoiding the unpleasant downward expectations revision at the 
top of the S-curve. The work of technology strategist Geoffrey Moore—
including the best-selling  Gorilla Game —provides a framework to antici-
pate such an upward revision. Moore discusses the key issues involved in 
getting beyond point A, or the elbow in the S-curve, and articulates strate-
gies to identify the potential winners. The diffi culty, of course, is that many 
companies try, but few succeed in becoming the leader in a new industry. 
It’s a jungle out there. 

 My goal is to document that the transition from point A to point B 
presents opportunities for excess returns and that the transition from point 
B to point C often spells poor stock-price performance. Recognizing these 
infl ection points can be very useful for investors for a couple of reasons. 
First, accelerating innovation assures that industry and product life cycles 
are shortening. 5  Because the waves of innovation are coming faster and 
faster, there will be more A-to-B opportunities, and investors must be more 
nimble to anticipate the expectations revisions. 

 Second, humans often fall into automatic action when an experience 
“imprints” on them. For instance, stocks that have performed well in the 
recent past leave an imprint on the minds of many investors. As a result, 
following diffi cult periods investors want to go back to the stocks that 
drove their portfolio performance in the past. 6  These companies are often 
at point B and hence are generally the stocks that investors should avoid. 
In a fast-changing world, you’re almost always better off betting on the new 
guard than the old. You may not know which new company will generate 
the excess returns, but you can be almost assured that the older company 
will not. 

 Out with the Old, In with the New 

 In their very important book,  Creative Destruction , Richard Foster and Sarah 
Kaplan show that new entrants generate higher total return to shareholders 
(TRS) than their older and more established competitors (see exhibit 20.2). 
This represents the transition from point A to point B in exhibit 20.1. 
These data cover a time span in excess of thirty years and literally thousands 
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of companies. All that the researchers required for a company to get into 
the sample was that it had to be in the top 80 percent of all companies by 
market capitalization and have 50 percent or more of its sales in the defi ned 
industry. 

 Admittedly, this analysis is skewed toward innovative industries. How-
ever, one can argue that the sharper rate of change in the global economy 
is tilting the challenger/incumbent balance even more dramatically in favor 
of the challengers. Foster articulated the process of innovation in his path-
breaking 1986 book,  Innovation: The Attacker’s Advantage . 

 Specifi cally, the research shows that most of an entrant’s excess share-
holder returns versus its industry come in the fi rst fi ve years. In the subse-
quent fi fteen years, the entrant delivers total shareholder returns that are 
roughly in line with the industry. Twenty years after entry, a company’s 
stock tends to underperform its peers. 

 EXHIBIT 20.2   Eventually the Edge Wears Off… 

  Source : Foster and Kaplan,  Creative Destruction , 47. Reproduced with permission. 
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 Foster and Kaplan offer three reasons for this pattern. First, compet-
itors imitate or improve on yesterday’s innovations, leaving the origi-
nal innovators with little opportunity to generate either returns above 
the cost of capital or meaningful growth. Second, the market refl ects 
expectations more accurately for businesses that are more stable and that 
have longer operating histories than the challengers typically do. Finally, 
almost all companies eventually lose the innovative edge as the result 
of size, success, or established institutional routines (the authors call it 
“cultural lock-in”). 

 Here’s the crucial message: the companies that outperform the market 
are “temporary members of a permanent class.” The aggregate returns of 
the stock market indexes belie an accelerating rate of change in the com-
position of those indexes as young innovators unseat their established com-
petitors in the market-capitalization game. Corporate longevity is on the 
wane, and company-specifi c volatility is rising. 7  Both companies and inves-
tors face great opportunity and risk. 

 The Mind Makes a Promise That the Body Can’t Fill 

 In 1998, the Corporate Strategy Board published a detailed study on what 
they called “stall points”—the infl ection point at the top of the S-curve. 8  
Stall points are the transitions from point B to point C in exhibit 20.1. The 
board found that 83 percent of the companies that reach the stall point 
grow sales at a rate in the mid-single digits or less in the subsequent ten 
years. Even more relevant for investors, they show that roughly 70 percent 
of these companies lose at least one-half of their equity market capitaliza-
tion. This is evidence that investors extrapolate trends of the recent past 
into the foreseeable future, only to have those expectations revised down 
when growth slows. 

 The researchers also found that it is extremely rare for companies to gen-
erate double-digit (real) top-line growth when revenues reach roughly $20 
billion (although the ceiling is slowly rising over time). The stock prices of 
some large technology companies still refl ect expectations for strong  double-
digit growth today. 9  
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 A noteworthy parallel between the research in  Creative Destruction  and 
in  Stall Points  is that an inability to innovate and grow is the result of largely 
controllable organizational and strategic factors. Foster and Kaplan discuss 
in detail how corporate routines allow companies to slip into senescence, 
and the authors provide some useful guidelines for constant renewal. The 
Corporate Strategy Board report provides a detailed analysis of the cause of 
stall points and suggests that companies can attribute less than 20 percent 
of the explanation to factors outside of their control. 

 Expectations and Innovation 

 The research indicates that where there is innovation, there are winners 
and losers. The data show that challengers have the advantage and that 
incumbents often don’t innovate enough to sustain leadership positions. 
Since stock prices refl ect expectations, investors must not only consider 
the dynamics of innovation but also what the market anticipates. The 
evidence suggests that expectations for challengers are at fi rst too low and 
then too high. 
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 The results . . . provide strong evidence that periods of sus-

tained competitive advantage, as evidenced by its consequence, 

superior economic performance, are growing shorter over 

time. These results hold across a wide range of sectors of the 

economy. 

 —Robert R. Wiggins and Timothy W. Ruefl i, “Hypercom-

petitive Performance: Are the Best of Times Getting Shorter?” 

 I think the multiples of technology stocks should be quite a 

bit lower than stocks like Coke and Gillette, because we are 

subject to complete changes in the rules. I know very well that 

in the next ten years, if Microsoft is still a leader, we will have 

had to weather at least three crises. 

 —Bill Gates, Fortune, 1998 

 Fruit Flies and Futility 

 Geneticists and biologists love to work with  Drosophila melanogaster , 
a common fruit fl y, and have made it a staple of biological study. Indeed, 
insights from  Drosophila  research helped a trio of scientists win the 1995 
Nobel prize in medicine. Thousands of researchers continue to study the 
 Drosophila  to better understand various genetic and developmental issues. 

  Drosophila  is attractive to scientists because they understand its fea-
tures and it is easy to handle. But the fl y has another essential feature 
that scientists covet: its life cycle.  Drosophila  go from embryo to death 
in about two weeks. This rapid rate of reproduction allows scientists to 
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 What an Accelerating Rate of Industry Change 
Means for Investors 
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study hundreds of generations of the fl y’s development and mutations in 
a relatively short time.  Drosophila ’s fast evolution provides scientists with 
important clues about evolution in other species, which generally evolve 
at a relatively glacial pace. 1  

 Why should businesspeople care about  Drosophila ? A sound body of evi-
dence now suggests that the average speed of evolution is accelerating in the 
business world. Just as scientists have learned a great deal about evolution-
ary change from fruit fl ies, investors can benefi t from understanding the 
sources and implications of accelerated business evolution. 

 The most direct consequence of more rapid business evolution is that 
the time an average company can sustain a competitive advantage—that is, 
generate an economic return in excess of its cost of capital—is shorter than 
it was in the past. This trend has potentially important implications for 
investors in areas such as valuation, portfolio turnover, and diversifi cation. 

 Speed Trap? 

 In his book  Clockspeed: Winning Industry Control in the Age of Temporary 
Advantage , Charles Fine defi nes clockspeed, a measure of cycle time, on 
multiple levels. 2  The fi rst is product clockspeed. Consistent with intuition, 
product clockspeed considers how quickly an industry launches new prod-
ucts and how long products live. Evidence of accelerating new product 
activity is everywhere. For example,  Technology Review  reports that General 
Motors has reduced the time it takes to develop and build a new vehicle 
from forty-eight to twenty-one months. In fact, GM is launching a new 
vehicle every twenty-three days, on average. 3  

 Next is what Fine calls process clockspeed, which deals with the process 
for creating and delivering a good or service. One way to measure process 
clockspeed is to look at average asset lives. The HOLT database shows that 
the average asset life (which includes R&D capitalization) of the top 1,800 
industrial companies in the United States has gone from approximately 
fourteen years in 1975 to under ten years currently. Today’s companies need 
to generate economic returns on investment over a shorter time horizon 
than they did a generation ago. Exhibit 21.1 shows Fine’s estimates of prod-
uct and process clockspeeds for a host of industries. 
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 That average clockspeeds are shortening does not mean that all sectors are 
changing equally rapidly. One of the factors underlying the average change is 
a shift in the composition of public companies. Eugene Fama and  Kenneth 
French show that the number of companies in the Compustat database rose 
70 percent between the mid-1970s and the mid-1990s. Most of the new 
companies, launched via initial public offerings, were smaller and faster 
growing than the existing companies. 4  Since more fast-clockspeed compa-
nies have been added to the market mix over the past twenty-fi ve years or 
so, the average clockspeed has shrunk. But the evidence shows that some 
companies can and do sustain high economic returns for a long time. 5  

 Investors care about clockspeed because of its close link to sustainable 
competitive advantage. Robert Wiggins and Timothy Ruefl i did an empir-
ical study of the sustainability of excess returns.   They defi ned persistent 
superior economic performance as “statistically signifi cant above average 
performance relative to a reference set that persists over a long period of 

EXHIBIT 21.1 Clockspeeds in Sample Industries

Industry Product Clockspeed Process Clockspeed

Fast-Clockspeed Industries

Personal computers � 6 months 2–4 years
Toys and games � 1 year 5–15 years
Semiconductors 1–2 years 3–10 years
Cosmetics 2–3 years 10–20 years

Medium-Clockspeed Industries

Automobiles 4–6 years 10–15 years
Fast food 3–8 years 5–25 years
Machine tools 6–10 years 10–15 years
Pharmaceuticals 7–15 years 5–10 years

Slow-Clockspeed Industries

Commercial aircraft 10–20 years 20–30 years
Tobacco 1–2 years 20–30 years
Petrochemicals 10–20 years 20–40 years
Paper 10–20 years 20–40 years

Source:  Fine, Clockspeed, 239. Reproduced with permission.
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calendar time.”    6  While they measured performance using accounting num-
bers (return on assets and Tobin’s  q ) rather than sound economic numbers, 
I suspect the size of their sample (nearly 6,800 fi rms in forty industries) and 
the time period (twenty-fi ve years, 1972 to 1997) were suffi cient to yield 
representative results. 

 Wiggins and Ruefl i propose and test four hypotheses: 

 1.  Periods of persistent superior economic performance are decreasing in duration 

over time.  Their analysis supports the hypothesis, showing that the probability 

of leaving the “superior performance stratum” has increased over time. 

 2.  Hypercompetition is not limited to high-technology industries but will occur 

through most industries.  Here, the evidence supports the hypothesis by showing 

that while nontechnology companies had a higher probability of staying in the 

superior-performance stratum than technology companies did, the probability 

of leaving the stratum did increase over time. 

 3.  Over time, fi rms increasingly seek to sustain competitive advantage by concat-

enating a series of short-term competitive advantages.  The idea here is that success-

ful companies string together a series of short-lived competitive advantages. The 

data support this hypothesis, too. The researchers show that the pattern of one-

period superior performance is more prevalent in the study’s later time periods. 7  

 4.  Industry concentration, large market share, or both are negatively associated 

with chance of loss of persistent superior economic performance in an industry.  The 

research did not support the fi nal hypothesis. Neither a concentrated industry 

nor large market shares is empirically consistent with sustainable competitive 

advantage. 

 The Wiggins and Ruefl i work is consistent with other recent research, 
including Foster and Kaplan’s  Creative Destruction  and the fi nding of 
Campbell et al. that fi rm-specifi c volatility has been rising steadily since the 
mid-1970s. 8    An accelerating rate of innovation is causing a greater rate of 
dislocation for individual companies. 

 Two factors lead me to believe that the trend of faster clockspeed will persist. 
The fi rst is the increase in information technology, which will likely have an 
ongoing, signifi cant microeconomic effect. 9  Technology increases clockspeed 
by allowing companies to improve processes and provides consumers with 
greater transparency. Second, an ongoing shift from physical to knowledge 
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assets provides greater fl exibility in resource allocation. Companies can change 
employee tasks more readily than they can change a factory’s output. 

 Investor Evolution 

 Faster clockspeed affects investors in a number of ways. First, shortening 
periods of sustainable excess returns have important implications for valu-
ation. Shorter product and process life cycles undermine the usefulness of 
historical multiples (especially price/earnings, which weren’t very useful to 
begin with), because the basis of comparison is different. I believe there has 
been a trade-off: higher economic returns for shorter periods are increas-
ingly replacing lower economic returns for longer periods. Whether or not 
I am right, simplistic valuation assumptions invite danger. 

 Another possible valuation pitfall comes with terminal valuations in 
discounted cash-fl ow models. Many discounted cash-fl ow models assume 
perpetual growth beyond an explicit forecast period, hence embedding an 
assumption of long-term value creation. In a world of shortening sustain-
able advantages, such an assumption appears particularly inappropriate. 10  

 Clockspeed also has implications for portfolio turnover. Just as companies 
must string together a series of competitive advantages, optimal portfolio 
turnover is higher today than in the past. That said, I still suspect that aggre-
gate portfolio turnover, which has risen sharply over the past twenty-fi ve 
years, is too high. But extremely low portfolio turnover (less than 20 percent) 
may not provide suffi cient fl exibility to capture the market’s dynamics. 

 In addition, faster clockspeed suggests the need for greater diversifi -
cation. If competitive advantages are coming and going faster than ever, 
investors need to cast a wider net in order to assure that their portfolios 
refl ect the phenomenon. (Ideally, of course, investors would only focus on 
the winners and avoid the losers. This is practically very diffi cult.) The data 
show evidence for this increased diversifi cation. 

 Finally, the rate of change in the business world demands that investors 
spend more time understanding the dynamics of organizational change. 
Success and failure at fast-changing companies may provide investors with 
some useful mental models for appreciating change at the slower evolving 
companies. The business world is going the way of  Drosophila .      
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 Strategy in complex systems must resemble strategy in board 

games. You develop a small and useful tree of options that is 

continuously revised based on the arrangement of pieces and 

the actions of your opponent. It is critical to keep the number 

of options open. It is important to develop a theory of what 

kinds of options you want to have open. 

 —John H. Holland, presentation at the 

2000 CSFB Thought Leader Forum 

 Managing for the Long Term 

 At a business forum I attended, a senior executive of a Fortune 100 com-
pany proclaimed that his company manages “not for the next quarter, but 
for the next quarter century.” Ugh. Such platitudes do not instill confi dence 
in investors. Most managers don’t have any idea what’s going to happen in 
the next fi ve years, much less the next twenty-fi ve years. How do you man-
age for an ambiguous future? 

 Yet managers must clearly strike some balance between the short term 
and the long term. It’s like speeding down the highway in a car. If you focus 
just beyond the hood, you’re going to have a hard time anticipating what’s 
coming. Look too far ahead, on the other hand, and you lose perspective on 
the actions that you need to take now to navigate safely. There’s a tradeoff 
between the short term and the long term, and the appropriate focal point 
shifts as conditions warrant. 

 The notion that managers should only focus on the long term is nonsen-
sical. Have you ever heard of a company that blew twenty straight quarters 
but had a great fi ve years? It doesn’t happen; the long term is, by defi nition, 

 22 
 All the Right Moves 
 How to Balance the Long Term with the 
Short Term 
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an aggregation of short terms. So what’s the best way to think about man-
aging for the long term in a complex environment? 

 Deep Blue’s Lessons 

 The strategies of chess grandmasters provide us with some very important 
clues about how to approach business strategy. Even with a relatively small 
number of rules and an eight-by-eight board, chess games are very complex 
and have perpetually novel outcomes. Even though chess is not too math-
ematically complicated, assessing all (or most) potential positions requires 
staggering computational power. 

 Deep Blue, IBM’s chess-playing supercomputer, demonstrated this com-
putational brute force when it beat world champion Garry Kasparov in a 
six-game match in 1999. The $3 million computer evaluated 200 million 
positions a second—over 35 billion in the three minutes allotted to a single 
move— compared with Kasparov’s approximately three positions a second. 
Deep Blue also had a database of grandmaster opening games over the last 
hundred years. 1  

 The strategic lesson in Deep Blue’s victory is not machine over man but 
rather that pure computational power can succeed in a well-defi ned game. 
Add a small amount of complexity to the game, however, and the number 
of options rises dramatically, rendering even the most powerful computers 
useless. For example, no computer program comes close to the best humans 
in the game of Go, which also has simple rules but a larger nineteen-by-
nineteen board. 2  

 Since the business world is vastly more complex than any board game, 
it’s impossible to understand all possible future positions, much less assess 
them. So success for humans in either chess or business is not about crunch-
ing numbers; it’s about developing strategies to achieve a long-term goal. 

 Strategies for Winners 

 So how do great chess players approach the game? Chess master Bruce 
Pandolfi ni observes four behaviors that are consistent among chess cham-
pions and useful in thinking through the short-term/long-term debate. 3  
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 1. Don’t look too far ahead:   Most people believe that great players strategize 

by thinking far into the future, by thinking 10 or 15 moves ahead. That’s just 

not true. Chess players look only as far into the future as they need to, and that 

usually means thinking just a few moves ahead. Thinking too far ahead is a 

waste of time: The information is uncertain. 

 2. Develop options and continuously revise them based on the changing condi-

tions (see exhibit 22.1):   Great players consider their next move without playing 

it. You should never play the fi rst good move that comes into your head. Put 

that move on your list, and then ask yourself if there’s an even better move. 

If you see a good idea, look for a better one—that’s my motto. Good thinking 

is a matter of making comparisons. 

 3. Know your competition:   Being good at chess also requires being good at 

reading people. Few people think of chess as an intimate, personal game. But 

that’s what it is. Players learn a lot about their opponents, and exceptional chess 

players learn to interpret every gesture that their opponents make. 

 EXHIBIT 22.1   Avoid Game Plans 

  Source : Sente Corporation. 
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 4. Seek small advantages:   You play for seemingly insignifi cant advantages—

advantages that your opponent doesn’t notice or that he dismisses, thinking, 

“Big deal, you can have that.” It could be slightly better development, or a 

slightly safer king’s position. Slightly, slightly, slightly. None of those “slightlys” 

mean anything on their own, but add up seven or eight of them, and you have 

control. 

 Pandolfi ni stresses to his students that his goal is not to make them great 
chess players but great thinkers: 

 My goal is to help them develop what I consider to be two of the most important 

forms of intelligence: the ability to read other people, and the ability to under-

stand oneself. Those are the two kinds of intelligence you need to succeed at 

chess—and in life. 4  

 There are limits to the business-as-chess analogy. Besides the added com-
plexity of business, the most signifi cant limitation is that chess is a zero-sum 
game: for every winner, there’s a loser. The business world is not zero-sum, 
and the game between players has an unspecifi ed tenure. So how can we 
apply these lessons from chess to the business world? 

 Strategy as Simple Rules 

 One of the characteristics of a complex system is that highly variable out-
comes emerge from simple rules. Unless you deliberately replay a chess 
game, you’ll never see the same game twice. Herein lies the key to resolving 
the tension between the short term and the long term. 

 Companies should develop long-term decision rules that are fl exible 
enough to allow managers to make the right decisions in the short term. 
In this way, the company is managing for the long run even when it has 
no information about what the future holds. No company knows how the 
business landscape will develop—just as chess players don’t know how the 
board will develop—but decision rules provide action guidelines no matter 
what happens. 
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 Kathy Eisenhardt and Don Sull call this “strategy as simple rules.” 5  
They argue that companies, especially in fast-changing markets, should not 
embrace complex strategies but rather adopt and stick to “a few straightfor-
ward, hard-and-fast rules that defi ne direction without containing it.” 

 Eisenhardt and Sull specifi cally suggest fi ve types of rules: 

 1.  How-to rules  spell out key features of how a company should execute a pro-

cess. It answers the question, What makes our process unique? 

 2.  Boundary rules  focus managers on which opportunities they should pursue 

and which are outside the pale. 

 3.  Priority rules  help managers rank the opportunities they accept. 

 4.  Timing rules  synchronize managers with the pace of opportunities that 

emerge in other parts of the company. 

 5.  Exit rules  help managers decide when to pull out of yesterday’s opportu-

nities. 

 Eisenhardt and Sull argue that a company should have somewhere between 
two and seven rules, that young companies typically have too few, and 
that more mature businesses have too many. A decision rule to maintain 
accounting integrity (i.e., to avoid managing earnings per share versus man-
aging the business) might also help reduce undue short-termism. 

 This “strategy as simple rules” approach is not only strongly analogous to 
successful chess playing, but it also resonates with other complex adaptive 
systems. Most important, it puts to rest the nonproductive debate about 
whether companies should manage for the short or long term. Companies 
that embrace simple rules can manage  both  for the next quarter and the 
next quarter century.     
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 It is not the strongest of the species that survives, nor the most 

intelligent, but the one most responsive to change. 

 —Charles Darwin,  The Origin of Species  

 A Peek at Another Peak 

 In the spring of 1997, Tiger Woods didn’t just win the prestigious  Masters 
golf tournament; he dominated it. Competing with the best golfers in 
the world, he sprinted away from the pack, winning by a record twelve 
strokes. To put this achievement in perspective, Woods had joined the tour 
less than a year earlier, and was still the tender age of twenty-one. He had 
already won four of the fi fteen PGA Tour tournaments he had entered. 
Golf  afi cionados started favorably comparing him to Jack Nicklaus, widely 
considered the best golfer ever. 

 How did Woods react to his extraordinary success? He didn’t assume he 
had reached his potential. He didn’t sit back and enjoy. Instead, he carefully 
studied the videotape of his Masters performance and came to a surprising 
conclusion: “My swing really sucks.” 1  

 Woods called his coach, Butch Harmon, to help revamp his swing.  Harmon 
was sure Woods could take his game to an even higher level but knew that 
the results would not come instantly. Woods would have to risk getting worse 
in the short term in order to get better for the long term. He didn’t hesitate. 
Working with Harmon, Woods improved his strength and changed his grip, 
allowing him to maintain his power while gaining more control. 

 Even as Woods managed to win only one Tour event from July 1997 to 
February 1999, he insisted he was a better golfer than before. “Winning is not 

 23 
 Survival of the Fittest 
 Fitness Landscapes and Competitive Advantage 
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always the barometer of getting better,” he asserted. In the spring of 1999, the 
new swing gelled. Woods went on to win ten of the next fourteen events in 
1999, including eight PGA Tour victories. He tacked on another nine PGA 
Tour wins in 2000, and after capturing the 2001 Masters, he was the fi rst 
golfer to be the reigning champion in all four majors simultaneously. 

 Fitness Landscapes 

 This story is a useful introduction to the idea of fi tness landscapes. Evolu-
tionary biologists originally developed fi tness landscapes to help them under-
stand evolution—in particular, how a species increases its fi tness. 2  Along the 
way, the framework has spawned useful ideas for corporate strategists. 3  

 What does a fi tness landscape look like? Envision a large grid, with each 
point representing a different strategy that a species (or a company) can 
pursue. Further imagine that the height of each point depicts fi tness. Peaks 
represent high fi tness, and valleys represent low fi tness. From a company’s 
perspective, fi tness equals value-creation potential. Each company operates 
in a landscape full of high-return peaks and value-destructive valleys. 4  The 
topology of the landscape depends on the industry characteristics. 

 As Darwin noted, improving fi tness is not about strength or smarts but 
rather about becoming more and more suited to your environment—in a 
word, adaptability. Better fi tness requires generating options and “choosing” 
the “best” ones. In nature, recombination and mutation generate species 
diversity, and natural selection assures that the most suitable options survive. 5  
For companies, adaptability is about formulating and executing value-creating 
strategies with a goal of generating the highest possible long-term returns. 

 Since a fi tness landscape can have lots of peaks and valleys, even if a species 
reaches a peak (a local optimum), it may not be at the highest peak (global 
optimum). To get to a higher altitude, a species may have to reduce its fi tness 
in the near term to improve its fi tness in the long term. We can say the same 
about companies. This is a good metaphor for the Tiger Woods experience. 

 Fitness landscapes are a rich way to think about businesses. For any indi-
vidual company, you have to answer two questions. First, what does the 
fi tness landscape look like from the company’s perspective? Of course, not 
only are a company’s decisions infl uenced by its fi tness landscape, but the 
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decisions themselves help defi ne the landscape. Second, is the company 
pursuing the right strategies to improve its fi tness (i.e., economic value) 
over time given its landscape? 

 It’s important to note, though, that you can’t focus solely on the evolu-
tion of one company or industry because of the central role of coevolution. 
Actions trigger reactions. Sometimes companies cooperate with one another, 
sometimes they confl ict. Nothing happens in a void—companies are always 
jockeying to improve their position. 6  Further, the more dynamic   the fi tness 
landscape, the greater the necessary rate of adaptation. 

 To help answer the fi rst question, here are three broad types of land-
scapes: stable, coarse, and roiling (see exhibit 23.1): 

  •  Stable . These are industries where the fi tness landscape is reasonably stable. 

In many cases, the landscape is relatively fl at, and companies generate excess 

economic returns only when cyclical forces are favorable. Examples include 

electric and telephone utilities, commodity producers (energy, paper, metals), 

 EXHIBIT 23.1   Various Fitness Landscapes  

  Source : Sente Corporation. 
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capital goods, consumer nondurables, and real estate investment trusts. Com-

panies within these sectors primarily improve their fi tness at the expense of 

their competitors. These are businesses that tend to have structural predict-

ability (i.e., you’ll know what they look like in the future) at the expense of 

limited opportunities for growth and new businesses. 

  •  Coarse . The fi tness landscape is in fl ux for these industries, but the changes 

are not so rapid as to lack predictability. The landscape here is rougher. Some 

companies deliver much better economic performance than do others. Finan-

cial services, retail, health care, and more established parts of technology are 

illustrations. These industries run a clear risk of being unseated (losing fi tness) 

by a disruptive technology. 7  

  •  Roiling . This group contains businesses that are very dynamic, with evolving 

business models, substantial uncertainty, and ever-changing product offer-

ings. The peaks and valleys are constantly changing, ever spastic. Included in 

this type are many software companies, the genomics industry, fashion-related 

sectors, and most start-ups. Economic returns in this group can be (or can 

promise to be) signifi cant but are generally fl eeting. 

 You can make a good case that the combination of an accelerating pace 
of innovation, ongoing deregulation, and globalization is causing the global 
fi tness landscape to contort more than it has in the past. 8  Once you have a 
general sense of what the fi tness landscape looks like for a company—and 
whether it is becoming more or less stable—you can consider the appropriate 
strategy process to maximize long-term value. 

 Look Before You Leap? 

 Consultant Eric Beinhocker suggests two general strategies to improve 
fi tness. He calls the fi rst “short jumps,” small incremental steps toward a 
peak. Most process-improvement initiatives are short jumps. He labels the 
other “long jumps,” discontinuous moves that may catapult a company to 
a higher peak or may leave it in a lower valley. Long jumps include mean-
ingful acquisitions in unrelated fi elds and investing in nascent products. 
I believe that a company’s fi tness landscape largely defi nes the appropriate 
balance between short and long jumps. 9  
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 For example, the focus in stable industries is often process  
optimization—continual small jumps. Long jumps are potentially costly 
and distracting, and therefore do not yield much value. This is not to say, 
for example, that technology will not touch these industries. It has and it 
will. However, the technological improvements are generally incremental 
and replicable. 

 To go to the opposite extreme, companies that compete in roiling fi t-
ness landscapes must focus more on long jumps—pursuit of the next big 
thing—because even if they fi nd themselves at a peak, the shifting land-
scape assures that the peak quickly disappears. Since product life cycles are 
short, adaptation is more important than optimization. 10  

 Companies that compete in coarse fi tness landscapes quite logically need 
to fi nd a blend between short and long jumps. Indeed, models show that 
this mix is the best search strategy for a correlated landscape. 11  

 Tools of the Trade-Off 

 Just as a different mix of short and long jumps is appropriate for different 
fi tness landscapes, so too are different fi nancial tools and organizational 
structures. Traditional discounted cash fl ow analysis is well suited for busi-
nesses that compete in stable fi tness landscapes. A centralized management 
approach is effective, as industry activities are often clearly defi ned. 

 A coarse fi tness landscape requires a blend of traditional cash fl ow tools 
and strategic options. Strategic options are the right, but not the obliga-
tion, to pursue potentially value-creating business opportunities. 12  Finally, 
companies that compete in roiling industries must lean more on strategic 
options to assess their current and potential fi tness. Further, these compa-
nies are well served to adopt a “strategy by simple rules” approach. This 
decentralized approach has agreed-upon decision rules but lets individuals 
make decisions at the local level as they see fi t. 13  

 Fitness landscape Financial tool Organizational structure 

 Stable Discounted cash fl ow Centralized 

 Coarse DCF plus strategic options Loose centralization 

 Roiling Strategic options Decentralized 
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 Tiger Woods showed that change, while sometimes painful in the short 
term, is necessary to improve fi tness in the long term. Fitness landscapes 
can help you evaluate whether a company is pursuing the right potential 
strategies and has the appropriate organization. The analysis also points to 
the appropriate fi nancial tools to assess various businesses. 
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 For past averages to be meaningful, the data being averaged 

have to be drawn from the same population. If this is not the 

case—if the data come from populations that are different—the 

data are said to be nonstationary. When data are nonstationary, 

projecting past averages typically produces nonsensical results. 

 —Bradford Cornell,  The Equity Risk Premium  

 Intangible assets . . . surpass physical assets in most business 

enterprises, both in value and contribution to growth, yet 

they are routinely expensed in the fi nancial reports and hence 

remain absent from corporate balance sheets. This asymmetric 

treatment of capitalizing (considering as assets) physical and 

fi nancial investment while expensing intangibles leads to biased 

and defi cient reporting of fi rms’ performance and value. 

 —Baruch Lev,  Intangibles  

 Social Versus Security 

 Ernest Ackerman was one lucky hombre. The fi rst reported applicant for 
Social Security payment, Ackerman retired one day after the program was 
launched in 1937. During his day of participation in Social Security, his 
employer withheld one nickel from his pay. Upon retirement, Ackerman 
collected a lump-sum payment of seventeen cents. 

 Future Social Security recipients may not be as fortunate. Even though 
the government has made signifi cant changes to Social Security over the 
past sixty-plus years, the system faces severe challenges. In large part, these 
challenges refl ect a change in the demographics of the U.S. population. 

 24 
 You’ll Meet a Bad Fate If You Extrapolate 
 The Folly of Using Average P/Es 
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 For example, the government originally set the retirement age at sixty-fi ve 
because actuarial studies showed that “using age 65 produced a manageable 
system that could easily be made self-sustaining with only modest levels of 
payroll taxation.”   1  But from 1940 to today, the average percentage of men 
that survive from age twenty-one to age sixty-fi ve leaped from 54 percent to 
72 percent, the male life expectancy at sixty-fi ve swelled from 12.7 to 15.3 
years, and the fertility rate dipped nearly 10 percent. As a result, the worker 
per retiree ratio has plunged from forty-two to one in 1940 to about three 
to one today. 

 A look at Social Security’s evolution illustrates a crucial point: It is really 
hard to manage a system when the underlying data are constantly changing. 
You can’t draw conclusions from past averages because they don’t accurately 
represent today’s averages. 

 This lesson carries over directly to investing. One instance that stands 
out is when investors blithely apply historical-average price-earnings ratios 
to value either today’s market or an individual stock. Past-ratio averages are 
only applicable to the degree that they capture current circumstances. Just 
as no policymaker would dream of using old demographic data to assess the 
future of Social Security, investors should not casually rely on past price-
earnings ratios to understand today’s market. 

 Nonstationarity and Historical P/Es 

 Nonstationarity is a crucial concept in any time-series analysis, and it is 
especially relevant for fi elds like climatology and fi nance. The basic idea is 
that for averages to be comparable over time, the statistical properties of the 
population must be the same, or stationary. If the properties of the popula-
tion change over time, the data are nonstationary. When data are nonsta-
tionary, applying past averages to today’s population can lead to misleading 
conclusions. 

 Theoretical and empirical analysis of price-earnings ratios suggests that 
they are probably nonstationary. 2  In fact, research shows that there has 
been no statistically signifi cant relationship between a price-earnings ratio 
at the beginning of a year and the subsequent twelve- and twenty-four-
month returns over the past 125 years.    3    More bluntly, the historical-average 
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price-earnings ratio provides investors little or no guidance about market 
returns over the typical investment horizon. 

 While recognition that price-earnings ratios are likely nonstationary 
is critical, knowing  why  they are nonstationary provides more practical 
insight. Three big drivers of price-earnings ratio nonstationarity are the role 
of taxes and infl ation; changes in the composition of the economy; and 
shifts in the equity-risk premium. 

 Why the Past May Not Be Prologue 

 A bedrock concept in fi nance is that investors price assets to generate an 
appropriate return (adjusted by perceived risk) net of taxes, infl ation, and 
transaction costs. Accordingly, changes in tax law and infl ation rates have 
a material effect on the appropriate value of the market, and hence price-
earnings ratios. 

 The role of taxes is conceptually straightforward. Increases in dividend 
and capital gains taxes require investors to earn a higher pretax return to 
generate comparable returns. So all things equal, lower tax rates lead to 
higher multiples, and vice versa. 

 Tax rates have been anything but stable since the 1960s (see exhibit 
24.1). The government taxed dividends at a nearly 90 percent rate in the 
early 1960s, and the rate has trended down to 15 percent in 2003, where 
it remains today. Capital gains taxes have seesawed between 20 and 35 per-
cent before dipping to 15 percent in the early twenty-fi rst century. 

 The interplay between tax rates and infl ation is also important. Investors 
who seek real, after-tax returns increase their pretax-return requirements when 
they expect rising infl ation. Exhibit 24.2 shows annual infl ation (including 
forecasts) and rolling fi ve-year trailing infl ation from 1960 through 2006. 
The combination of high infl ation and high nominal capital gains tax rates 
spurred very high discount rates—and very low price-earnings ratios—during 
the 1970s. Infl ation also distorts fi nancial statements. So price-earnings ratios 
vary signifi cantly from one tax and infl ation scenario to the next. 

 A second factor that shapes price-earnings ratios is the global economy’s 
shift from a reliance on tangible to intangible capital. Companies recog-
nize tangible investments, such as new factories, on their balance sheets and 
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EXHIBIT 24.1 Historical Tax Rates

Source: HOLT, American Council for Capital Formation.

EXHIBIT 24.2 Infl ation Rates

Source: U.S. Department of Labor.
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depreciate the assets over their useful life. In contrast, companies immediately 
expense intangible investments like research and development or advertising. 

 So it’s the form of investment, not just the magnitude of investment, 
that dictates the earnings a company reports. A tangible-oriented and an 
 intangible-oriented business may invest an identical amount with the same 
return on investment and still have signifi cantly different earnings. In general, 
intangible-reliant companies have a higher cash-fl ow-to-net-income ratio. 

 To illustrate this point, I take two samples from the Dow Jones Indus-
trial Average. The fi rst, which I call the tangible group, includes Alcoa, 
Caterpillar, United Technologies, and Wal-Mart. The intangible group 
comprises Altria, Coca-Cola, Microsoft, and Procter and Gamble. Over the 
fi ve reported fi scal years that ended with 2006, the tangible group had a 
cash-fl ow-to-net-income ratio of 28 percent, versus a 111 percent ratio for 
the intangible group. 

 There is pervasive evidence that the global economy is moving from a 
reliance on tangible to intangible assets, including market-to-book ratios, 
workforce allocation, and the rising signifi cance of education. Further, 
because intangible-reliant businesses have few assets on their balance sheets, 
they tend to show high returns on capital. With other factors held con-
stant, higher cash-fl ow-to-net-income ratios and returns on capital support 
higher price-earnings ratios. 4  

 The fi nal factor that dictates the price-earnings ratio is the equity-risk 
premium, or the return that equity investors demand above and beyond 
a risk-free security. (The equity-risk premium itself appears to be nonsta-
tionary.) 5  While a number of factors come into play to determine the risk 
premium, including future growth estimates, the aggregate risk appetite of 
investors is certainly important. In periods of general optimism, equity-risk 
premiums shrink, and premiums expand when investors are cautious. The 
ebb and fl ow of investor risk appetite likely contributes to the nonstationar-
ity of multiples. 

 Bounded Parameters 

 The market’s price-earnings ratio has averaged just over fourteen over the 
past 130 years or so, and the multiple has zigzagged across this level many 
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times during that period. 6  Isn’t this proof enough that fourteen is the mul-
tiple to which the market reverts? 

 The answer, I believe, is a qualifi ed no. In all likelihood, two of the three 
drivers of nonstationarity—taxes/infl ation and equity risk premium—are 
probably bounded. That is, they vacillate within reasonably defi ned, albeit 
large, channels. These drivers might average out over the very long term 
(i.e., a decade or more), but they are the source of signifi cant, and legiti-
mate, multiple differences over many decades. 

 Absent a change in our accounting system, the third driver, the evolving 
economy, argues for higher price-earnings multiples, all else being equal. 
The simple basis for this conclusion is that companies that expense their 
investments tend to have higher cash-fl ow-to-net-income ratios than com-
panies that capitalize their investments. This is likely a secular trend. 

 Offsetting this upward bias, though, is the fact that the period of sustain-
able competitive advantage may well be shorter for service and knowledge 
businesses than it was for the physical capital businesses of the past. So the 
warranted price-earnings ratio, net of these countervailing forces, may not 
be much different than historical averages. But the underlying economic 
rationale for the ratio has changed substantially. 

 Unpacking the (Mental) Baggage 

 Because price-earnings ratios are likely nonstationary, investors should use 
them sparingly and cautiously, if at all. The attraction of a ratio, of course, 
is that it is often a useful rule of thumb. I argue, however, that investors who 
insist on using multiples will fi nd them much more useful if they unpack 
the embedded assumptions. This unpacking reveals how and why circum-
stances are different today (e.g., growth, infl ation, taxes, risk appetite, the 
structure of the economy) than they were in the past and what that means 
for the multiple. 
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 The key fi nding of this research . . . is that the demonstrated 

rarity of achieving sustained superior economic performance 

implies that it is extremely diffi cult to achieve. An associated 

fi nding . . . is that even if superior performance is achieved and 

sustained for a period of time, the probability of slipping from 

that lofty perch is relatively high. 

 —Robert R. Wiggins and Timothy W. Ruefl i, 

“Sustained Competitive Advantage” 

 Returns and Growth 

 Finance professor Josef Lakonishok argued that the stock market had many 
“pockets of craziness” in a 2004  New York Times  article. 1  Lakonishok’s case 
was based on the relationship between growth and price-earnings ratios, and 
he suggested that the market was implying unrealistically rapid  earnings-
growth rates for some companies with lofty price-earnings multiples. 
Research he conducted with a pair of colleagues showed that very few com-
panies sustain high growth rates. 2  

 But what really determines a price-earnings ratio? A company’s value 
is a function of the market’s expectations for its growth rate  and  its 
economic returns. This fundamental concept explains why looking at 
growth in isolation can be so misleading. Growth can be good (when 
a company earns returns in excess of the cost of capital), bad (when 
returns are below the cost of capital), or neutral (when returns equal the 
cost of capital). 

 25 
 I’ve Fallen and I Can’t Get Up 
 Mean Reversion and Turnarounds 
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 You must fi rst have a clear sense of whether a company is earning appro-
priate returns before you can judge the effect of growth. Companies can, 
and do, grow their way to bankruptcy. 3  Likewise, some low-growth, high-
return businesses consistently carry premium valuations. Studying growth 
in isolation of economic returns is an invitation to failure. 

 Gaining a fi rm grasp of a company’s prospects for economic returns 
requires a thorough understanding of competitive strategy. 4  The goal of 
strategic analysis is to address three fundamental questions: 

 1. Is the company generating returns on investment above the cost of capital, 

or is there good reason to believe it will earn attractive returns in the future? 

 2. If returns do exceed the cost of capital, for how long can the company 

 sustain its excess returns? 5  

 3. Once a company’s returns dip below the cost of capital, what’s the prob-

ability it can stage a sustained recovery to above-required returns? 

 In this piece I take a closer look at the latter two questions, drawing on 
empirical data from the technology and retail industries to bring the points 
to life. 

 Death, Taxes, and Reversion to the Mean 

 One microeconomic theory that is well documented empirically is the 
notion that a company’s return on investment reverts to the cost of capi-
tal over time. 6  The theory, and intuition, is straightforward. Companies 
that generate high returns attract competition and capital, which drive 
returns toward opportunity-cost levels. Similarly, capital fl ees poor-return 
industries—through bankruptcy, disinvestment, or consolidation—lifting 
returns back to the cost of capital. 

 Exhibit 25.1 shows this process for a sample of over 450 technology com-
panies from 1979 to 1996. (The analysis stops at 1996 to avoid issues related 
to the Internet bubble.) 7  Credit Suisse ranked companies by quartiles based 
on their cash fl ow return on investment (CFROI), and followed the return 
patterns. Because CFROI is a real, after-tax measure, the time series is unaf-
fected by the potentially distorting shifts in interest rates and infl ation. 
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 The top group earned an average CFROI of 15 percent during the ini-
tial period and declined to 6 percent after only fi ve years. The worst group 
went from 15 percent negative returns to almost zero (still well below the 
cost of capital) within fi ve years. The middle two quartiles showed relative 
stability around cost-of-capital levels. The return gap between the highest 
and lowest quartiles went from 3,000 basis points at the fi rst measurement 
period to just 300 basis points after ten years. While ten years is insuffi cient 
to complete the reversion-to-the-mean process, much of the progression is 
evident within that time frame. 

 Consistent with theory, attrition plays a central role in the improvement 
of lowest-quartile returns. Just 60 percent of the lowest-quartile companies 
were active after fi ve years, as many of the poor performers went bank-
rupt or were acquired. This attrition creates a survivorship bias, allowing 
returns to rise during the decade. In contrast, 85 percent of the fi rms in 

 EXHIBIT 25.1   U.S. Technology CFROI Fade 

  Source : HOLT. 
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the highest-return quartile were active after fi ve years. Attrition rates across 
all quartiles tend to average out after fi ve years. 

 One consistent feature across the many mean-reversion studies is that 
some companies (albeit not many) can and do earn persistently high returns. 
In the study of nearly 700 retailers from 1950 to 2001, 14 percent of the 
companies never earned below their cost of capital. 8  Of the 1,700  technology 
companies in the sample from 1960 to 1996, 11 percent sustained an 
unblemished record of positive excess returns. 

 Sustaining high returns is a huge potential source of wealth. Given two 
companies with the same initial returns and future growth rates, the busi-
ness that can sustain above-cost-of-capital returns longer will be signifi cantly 
more valuable and hence will trade at a much higher valuation multiple. 9  

 A strategic assessment of a business earning high returns should reveal 
the source of the excess spread—typically either a consumer or produc-
tion advantage—and provide some framework to consider the longevity of 
that advantage. Further, some businesses (especially those in network and 
knowledge businesses) enjoy increasing returns as they grow. 10    A company’s 
strategic strengths, and the economics that result, are essentially overlooked 
by a singular focus on growth. 

 I’ve Fallen and I Can’t Get Up 

 Stock prices refl ect expectations, and the key to generating superior long-
term returns is to successfully anticipate expectation revisions. An impor-
tant corollary is that neither a good (i.e., high-return) business nor a bad 
(low-return) business is inherently attractive or unattractive. Investors need 
to assess the stocks of all companies versus expectations. 11  

 In this spirit, it’s worth looking at a particular class of companies—those 
that have realized a downturn. Here, a downturn is defi ned as two consecu-
tive years of CFROI below the cost of capital following two years of returns 
above the cost of capital. 

 This analysis is particularly important for value investors, who often buy 
companies that are statistically inexpensive in the hope that economic returns 
improve. The classic value trap is buying a cheap company that deserves to 
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EXHIBIT 25.2 I’ve Fallen and I Can’t Get Up

 Technologya

(%)
Retailb

(%)

No turnaround 45 48
Nonsustained turnaround 26 23
Sustained turnaround 29 29

a Sample of 712 companies from 1960 to 1996.
b Sample of 445 companies from 1950 to 2001.
Source: HOLT.

be cheap based on poor economic returns. But buying a company that is 
cheap because of a temporary downturn is potentially very attractive if the 
market does not anticipate the turnaround. 

 Exhibit 25.2 shows what happens to companies that realize a downturn. 
The sample includes almost 1,200 companies from the technology and retail 
sectors. The data for the two industries are strikingly similar, and not particu-
larly encouraging: Only about 30 percent of the sample companies were able 
to engineer a sustained recovery. (Credit Suisse defi ned a sustained recovery 
as three years of above-average returns following two years of below-cost-
of-capital results.) Roughly one-quarter of the companies produced a non-
sustained recovery. The balance—just under half the population—either 
saw no turnaround or disappeared. Companies can disappear gracefully (get 
acquired) or disgracefully (go bankrupt). 

 This analysis also shows how long companies experienced downturns. 
For both retailers and technology companies, roughly 27 percent of down-
turns lasted only two years, and for both sectors over 60 percent of down-
turns lasted for less than fi ve years. In other words, the destiny of most 
fi rms that live through a downturn is determined rather quickly. 

 These mean-reversion and turnaround data underscore how strong and 
consistent competitive forces are. Most stocks that are cheap are cheap for 
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a reason, and the likelihood that a business earning poor returns resumes a 
long-term, above-cost-of-capital profi le is slim. 

 Yet the evidence that high-return persistence does occur (and the likeli-
hood that markets misprice this persistence) suggests that investors with a 
strong grasp of competitive dynamics and a suffi cient investment horizon 
have an opportunity to realize superior returns. 
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What the Prisoner’s Dilemma captures so well is the tension 

between the advantages of selfi shness in the short run versus 

the need to elicit cooperation from the other player to be suc-

cessful over the longer run. The very simplicity of the Pris-

oner’s Dilemma is highly valuable in helping us to discover and 

appreciate the deep consequences of the fundamental processes 

involved in dealing with this tension.

—Robert Axelrod, The Complexity of Cooperation1

The live-and-let-live system was endemic in trench warfare. It 

fl ourished despite the best efforts of senior offi cers to stop it, 

despite the passions aroused by combat, despite the military 

logic of kill or be killed, and despite the ease with which the 

high command was able to repress any local efforts to arrange 

a direct truce.

—Robert Axelrod, The Evolution of Cooperation2

The War Metaphor—Death or Life?

Executives and investors often use war metaphors to describe business.3 You 
hear discussions of “winning the market share battle,” “make a killing,” 
“locking up customers,” and “outfl anking the competition” all the time. In 
fact, the word strategy comes from the Greek strategia, which means “com-
mand of a general.”

We generally think of business, like war, as zero-sum: One side’s vic-
tory is the other side’s loss. And many games of strategy—like chess and 

26
Trench Cooperation
Considering Cooperation and Competition 
Through Game Theory
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 checkers—are zero-sum. Not surprisingly, early researchers focused their 
efforts on the best way to play these games. That thinking also spilled over 
to competitive strategy, which often assumes clear-cut winners and losers. 
In such settings, the war metaphor certainly appears appropriate.

But is war always zero-sum? No, as one extraordinary example illustrates. 
The Western Front, a fi ve-hundred-mile line in France and Belgium, was 
the scene of some of World War I’s most horrifi c fi ghting. Enemy units were 
hunkered down in trenches one to four hundred yards apart, and the payoff 
from a bloody encounter was often just a few yards of territory. From these 
dismal circumstances, cooperation—a live-and-let-live strategy—emerged. 
Both sides learned that there would be proportionate retaliation for any 
aggression, so when one side showed restraint, the other side learned to 
reciprocate.4

In retrospect, it looks like the cooperation got started at mealtimes. When 
the quartermasters brought food to the front, each side stopped shooting. 
From there, the soldiers arranged additional truces by shouts or signals. 
When battalions rotated to the front lines every eight days, the outgoing 
group would provide fresh troops with the details of the tacit understand-
ing with the enemy. As one soldier leaving the front said to his replacement: 
“Mr. Bosche ain’t a bad fellow. You leave’im alone; ’e’ll leave you alone.”5

This story is relevant for executives and investors because it provides 
clues about what circumstances are necessary for cooperation to prevail 
over brutal competition. There are two areas where competitive coopera-
tion is especially valuable: pricing and capacity additions. I will use some 
basic ideas from game theory to show how cooperation can emerge and 
why it’s so hard to achieve. This tool is especially useful for industries where 
two competitors largely dictate industry actions.

Why a Date and a Marriage Are So Different

Game theory is the study of interactions among players trying to maximize 
their payoff. What makes the analysis tricky is that the actions (and reac-
tions) of the players determine the payoff. So game theory forces execu-
tives to think not only about their own choices but also how those choices 
will affect the choices of their competitors. Not all executives naturally put 
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themselves in their competitors’s shoes. Consider the following quotation 
from the former chief fi nancial offi cer of a leading multinational paper 
company:

If you’re thinking about building a new paper facility, you’re going to base your 

decision on some assumptions about economic growth . . . What we never seem 

to factor in, however, is the response of our competitors. Who else is going to 

build a plant or machine at the same time?6

One simple yet powerful model in game theory is the prisoner’s dilemma.7 
Consider a case where two competing commodity producers must decide 
whether or not to add capacity at a cyclical peak. Exhibit 26.1 shows 
the payoffs. If competitor B adds capacity and A does not (upper right
corner), B gets a disproportionate payoff. Alternatively, if A adds and
B doesn’t (lower left corner), A gets most of the spoils. If both add capac-
ity (lower right corner), the aggregate payoff drops and neither A nor B do 
as well as if only they had added capacity. Finally, the industry payoffs are 
the highest if neither company adds capacity (upper left corner), but each 

EXHIBIT 26.1 Capacity and the Prisoner’s Dilemma

Source: Author analysis.
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company’s payoff is not as high as it would have been if only one had added 
capacity.

So what should a company do if it plays the game once? Suppose you’re 
company A and you believe company B won’t add capacity. Your best strat-
egy is to add capacity. But let’s say you believe company B will add capac-
ity. Your best choice, again, is to add capacity yourself. So no matter what 
competitor B does, if you play the game once it pays for you to add capac-
ity.8 The scenario that optimizes total value, though, is for neither company 
to add capacity. Among other things, game theory shows that the rational 
solution for a company is not always the solution that is optimal for the 
industry in total.

In business, as in our trench warfare example, the interaction is not one 
time but continual. So instead of playing the prisoner’s dilemma once, com-
panies effectively play it over and over. Cooperation is much more likely to 
evolve in an iterated prisoner’s dilemma because companies “learn” to work 
together.

In the 1980s, political scientist Robert Axelrod held a tournament to deter-
mine which strategy was most effective in an iterated prisoner’s dilemma 
(each game comprised two hundred moves). The strategy that won was tit-
for-tat, which starts by cooperating and then uses its competitor’s prior move 
as its next move. Tit-for-tat assumes the best to start, provides clear negative 
feedback for defection, and is quick to forgive.9

Cooperative behavior in the business world breaks down, or doesn’t get 
started, for a host of reasons. One important factor is the quality of the sig-
nals. Sometimes companies try to signal their intentions to their competitors, 
but those signals are simply too ambiguous or are misread. Another factor is 
corporate memory. Even though two cyclical companies may compete day to 
day, when a top-of-the-cycle capacity addition decision presents itself, execu-
tives may treat the situation as a one-time prisoner’s dilemma because they 
often don’t think over long enough time scales (both past and prospective).

Price and Quantity

For three decades prior to 1974, the two afternoon newspapers serving 
Sydney, Australia, the Sun and Daily Mirror, raised prices consistently and 
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in effective lockstep. The Sun led these price increases. In 1975, things 
changed. The Sun raised its price from 10 to 12 cents, but the Rupert 
 Murdoch-owned Daily Mirror stood pat. The lower price allowed the  Mirror 
to gain circulation share and hence increase its advertising rates, driving 
higher profi ts. Sun profi ts, in contrast, fell. Finally, in 1979, the Sun dropped 
its price back to 10 cents.10

This is but one example of where game theoretic analysis might have 
been useful. A tit-for-tat strategy would have encouraged the Sun to imme-
diately drop its price back to 10 cents, eliminating the Daily Mirror’s payoff 
from choosing the negative strategy.

Executives and investors can use tit-for-tat to analyze dynamic pricing 
rivalry.11 Cases where these tools have been useful include the U.S. fi lm 
business, the U.S. ready-to-eat cereal business, and the Costa Rican ciga-
rette market. And while the framework is likely most relevant in cases where 
there are two clear competitors, it is also relevant provided there is suffi cient 
industry concentration.

Game theory is also useful for evaluating capacity additions. In many cycli-
cal businesses—including autos, chemicals, papers, airlines, and energy—
companies tend to evaluate capacity additions at cyclical peaks. This analysis 
comes at the peak because demand is robust and companies typically have the 
fi nancial wherewithal to add the capacity.

As noted in the earlier example, though, capacity additions by all compa-
nies dampen the payoff at the peak and lead to greater excess capacity dur-
ing the ensuing trough. In their book focused on game theory, Co-opetition, 
Brandenburger and Nalebuff argue that the benefi ts of limiting supply out-
strip the costs.12

The main message is that competitive markets need not be zero-sum. 
Under the right conditions, executives can see their situation as an iterated 
prisoner’s dilemma and make pricing and capacity decisions that maximize 
long-term value. Because tit-for-tat can deal with negative competitive action 
(e.g., price cut or capacity addition) quickly and unequivocally, it incorpo-
rates a policing component. Investors can use this framework to judge man-
agement’s thought process and degree of corporate memory.
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Castles in the air—they are so easy to take refuge in. And so 

easy to build too.

—Henrik Ibsen, Master Builder

I see more predictions of future earnings growth at high rates, 

not less. A few people have taken the abstinence pledge, but 

it’s very few.

—Charlie Munger, Outstanding Investor Digest1

Compounding and Confounding

Managers and investors generally consider growth to be an absolute good. 
Managers routinely discuss stretch objectives and sometimes even embrace 
“big, hairy audacious” goals to motivate their employees and to impress 
their shareholders. Growth investors routinely seek companies that promise 
rapid, sustainable increases in sales and earnings.

But most investors do not intuitively understand the power, and onus, of 
compounding. To see how you stack up, take this little quiz:

One dollar today becomes how much when compounded over twenty 
years? Write the amount in the space provided.

27
Great (Growth) Expectations
On the Limits of Corporate Growth

Starting amount Compounded at (%) Becomes how much after 20 years?

$1  2 ________
$1  7 ________
$1 15 ________
$1 20 ________
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For most of us, these calculations do not come naturally. A 2 percent 
compounded annual growth rate (CAGR) over twenty years turns $1 into 
$1.49. A 7 percent growth rate equals $3.87. A 15 percent rate—a common 
earnings growth goal among large companies—implies a value of $16.37. 
And fi nally, $1 compounded at a 20 percent rate becomes $38.34.

How did you do? If you are like most people, you had diffi culty properly 
gauging the relationship between the growth rate and the ending value. For 
example, it is not intuitive to most investors that an increase from 15 to 20 
percent growth implies more than a doubling in value after twenty years. 
That’s why Albert Einstein called compounding the “eighth wonder of the 
world.” The trick for investors is to make the compounding work for them, 
not against them.

Reality Check

In the insightful book, Profi t from the Core, Bain & Company consultant 
Chris Zook reveals a study of the companies that actually achieved sus-
tained growth in the 1990s.2 The sample drew from over 1,800 companies 
in seven countries that had sales in excess of $500 million.

Zook set three hurdles:

 • 5.5 percent real (infl ation adjusted) sales growth.

 • 5.5 percent real earnings growth.

 • Total shareholder returns in excess of the cost of capital.

Notably, these targets are well below what most strategic plans suggest. In 
fact, Bain found that two-thirds of the companies it examined had double-
digit nominal growth rates built into their plans.

Exhibit 27.1 shows the study results. As it turns out, only about 25 per-
cent of all companies achieve the sales growth rate, and just one in eight 
meets all criteria for sustained growth. Notably, these results are against one 
of the most buoyant economic backdrops in a generation. The vast major-
ity of companies seek (and plan!) to grow at a double-digit rate and the vast 
majority do not.
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How acute is the potential gap between perception and reality? To check 
that, I fi rst looked at the distribution of ten-year sales growth rates (1997–
2006) for U.S. companies with base-year revenues in excess of $500 million 
(see exhibit 27.2). The average growth rate for that group was 6.2 percent, 
and less than one-third of the companies sustained double-digit nominal 
top-line growth. Further, these growth rates do not adjust for acquisitions, 
so the organic growth rate is almost surely lower.3

Next, I layered in projected three-year earnings growth for all companies 
with sales in excess of $500 million (2006 base). Even though the earn-
ings growth has been historically roughly 100 basis points higher than sales 
growth, the analytical point is unchanged. The average expected growth 
rate for this group, at 13.4 percent, is still roughly double the rates that 
companies achieved in the recent past (see exhibit 27.3). Also noteworthy is 
that the distribution of expected growth doesn’t include any negative rates.

What is the signifi cance of a 13 percent growth rate versus a 6 percent 
rate? Our compounding exercise shows that after twenty years at the 13 per-
cent rate, the end value is nearly four times higher. As companies get larger, 

27 %

16 %

13 %

Meet Only Revenue
Criterion

Meet Both Revenue and
Income Criteria

Meet All Value Creation
Criteria

EXHIBIT 27.1 Few Companies Achieve Sustainable Growth

Source: Worldscope database, Bain analysis.
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EXHIBIT 27.2  Frequency Distribution of Ten-Year CAGRs 

in Sales, 1997–2006

Source: FactSet and author analysis.
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EXHIBIT 27.3 Expectations Gap?

Source: FactSet and author analysis.
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sustaining double-digit rates becomes very diffi cult. So if past is prologue, 
the expected growth rates for many companies will have to come down.

The Bigger They Are, the Slower They Grow (or Don’t Grow)

The entire population of company sizes, like city sizes, tends to follow a 
distinct distribution.4 In models that replicate this distribution, scientists 
note that average growth rates are independent of size and that the growth 
rate variance declines with size. Call it the cone of growth.

Exhibit 27.4 shows this graphically. Here I looked at the ten-year com-
pounded annual sales growth rate for over 2,600 U.S. companies. The hori-
zontal axis is on a log scale. The chart shows that while the average growth 
rate for small and large companies is approximately the same, there is less 
likelihood that a large company will grow or shrink rapidly. Investors often 
call this the law of large numbers—big companies can’t grow as fast as small 
companies—but it’s more accurate to say that big company growth doesn’t 
vary much from the average growth rate.5

Readers who have gotten to this point may have the impression that all 
companies with high growth rate expectations are poor investments. Nothing 
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EXHIBIT 27.4 Sales Growth CAGR

Source: FactSet and author analysis.
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could be further from the truth! The problem is that while we know that 
some companies will grow rapidly in the future, spurring upside revisions 
and attractive shareholder returns, we have no systematic way to identify 
those companies. Therein lies a great opportunity.

To demonstrate that growth is good but that it’s hard to take advantage 
of it, we turn to Jeremy Siegel’s excellent analysis of the Nifty Fifty in his 
investment classic Stocks for the Long Run.6 The Nifty Fifty were the lead-
ing growth stocks in the early 1970s and had high growth rate expectations 
and price/earnings (P/E) multiples in excess of forty. In the subsequent bear 
market of 1973–1974, these stocks as a group dropped sharply.

Siegel asks a basic question: Were the Nifty Fifty overvalued in 1972 
based on their subsequent total shareholder returns? Based on his analysis, 
the answer is no. While some stocks did much better than the market (Philip 
Morris, Gillette, and Coca-Cola) and others did much worse (Burroughs, 
Polaroid, and Black & Decker), on balance they delivered a return consistent 
with that of the overall market. Siegel’s point is that based on ensuing per-
formance, the warranted P/E in 1972 was much higher for some companies 
and much lower for others. But on average, the P/E was just about right.

Refuse Refuge in Castles in the Air

That there’s a gap between expectations and reality is not new. For example, 
bottom-up estimates of S&P 500 earnings have consistently been more opti-
mistic than the top-down appraisal. But today, the issue seems compounded 
by the earnings expectations game.7 Managers and investors engage in an 
 expectations-bar-raising ritual. Executives work to meet or beat Wall Street’s 
forecasts, which encourages analysts to increase their expectations, and compels 
the executives to deliver even more growth—by whatever means possible. 8

Investors and managers must have reasonable expectations. The evidence 
shows that sustaining rapid growth is very diffi cult, especially for large cor-
porations. Furthermore, while there is nothing wrong with growth stocks, 
the indications are that it is very diffi cult to know which companies will 
exceed expectations and which will disappoint. Investors should continue 
to focus on investment ideas where the expected value is favorable—where 
the upside opportunity outstrips the downside risk.
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 Part 4 
 Science and Complexity Theory 
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 I N T RO D U C T I O N 

 One of my fi rst calls after the major East Coast power blackout in August 
2003 was to my friend Duncan Watts, then a Columbia University sociol-
ogy professor. I peppered him with questions about the failure: what might 
have caused it, how it progressed, and by what means could we avoid future 
similar events. 

 Now you might ask, why would you call a sociologist to answer ques-
tions about a power failure? Watts, who has a Ph.D. in theoretical and 
applied mechanics, is one of the world’s experts in network theory. It so 
happens he practices his craft in a social science department, but he’s totally 
comfortable straddling the physical and social sciences. In our far-ranging 
discussion, he drew parallels between the blackout, Harry Potter’s success, 
stock market booms, and fl u epidemics. 

 The hard and social sciences are typically housed in different buildings on 
university campuses, but the real distance is philosophical rather than geo-
graphic. In recent years, a handful of scientists—like Duncan Watts—have 
shown the value of multidisciplinary thinking. Physicists, psychologists, 
and complexity theorists have all added to our understanding of fi nancial 
markets. 

 Science has much to teach investors. The essays in this part are valuable 
because they offer some important mechanisms that explain how markets 
are effi cient (and ineffi cient), delve into important empirical results that 
standard fi nance doesn’t handle well, and show why it’s futile to make sim-
ple cause-and-effect links in markets. 

 Social insects, like ants and bees, are fascinating because they show us 
how decentralized groups coordinate effectively to solve problems. This 
part looks at various forms of collective problem solving, from a honeybee 
waggle dance to the Hollywood Stock Exchange. 

 One of the best examples of a complex adaptive system—generically, a 
system that emerges from the interaction of lots of heterogeneous agents—is 
the stock market. Research suggests that when investors err independently, 
markets are functionally effi cient. What’s more, defi ning the conditions 
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under which markets are effi cient provides us with a template to consider 
when markets are ineffi cient. 

 Many models in standard fi nance theory assume that stock price changes 
are normally distributed around the well-known bell curve. A normal distri-
bution is a powerful analytical tool, because you can specify the distribution 
with only two variables, the mean and standard deviation. 

 The model, despite its elegance, has a problem: it doesn’t describe real world 
results very well. In particular, the model is remiss in capturing “fat tails”: infre-
quent but very large price changes. The failure of risk- management models to 
fully account for fat tails has led to some high-profi le debacles, including the 
1998 demise of the hedge fund Long Term Capital Management. 

 Fat tails are closely associated with power laws, a mathematical link 
between two variables characterized by frequent small events and infrequent 
large events. Power laws are fascinating, and they empirically represent rela-
tionships as diverse as city sizes, earthquakes, and income distribution. 
While scientists still don’t have a fi rm grasp on the mechanisms behind 
power laws, their very existence provides investors with good insight. 

 Humans have a deep-seated desire to link cause and effect. Unfortu-
nately, markets do not easily satisfy this desire. Unlike some mechanical sys-
tems, you can’t understand markets by looking at the parts. Reductionism 
doesn’t work. Yet we often turn to individuals to explain the workings of 
the market. Just as an ant relying on local information and local interaction 
has no clue what’s going on at the colony level, explaining all but the most 
mundane market moves is beyond the ability of market mavens. 

 Complex adaptive systems have another feature that is diffi cult to grasp: 
the magnitude of an outcome is not necessarily proportionate to the size of 
the perturbation. Sometimes small perturbations lead to large changes, and 
vice versa. We have to let go of our conventional notions of proportionality 
when we study markets. 

 In recent years, scientists have renewed their efforts to fi nd connections 
between the hard and social sciences. Investors in the stock market can benefi t 
from looking beyond their narrow discipline. 
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 The more that you read, 

 the more things you will know. 

 The more that you learn, 

 the more places you’ll go. 

 —Dr. Seuss,  I Can Read With My Eyes Shut!  

 Ant Brain 

 In the fall of 2000, I gathered a small group of leading investors to hear 
from various fi nance, strategy, and business luminaries. While these pre-
senters were terrifi c, none got the award for creating the most buzz. That 
honor went to Los Alamos National Laboratory scientist Norman Johnson, 
who opened his talk in a seemingly inauspicious way: “I’ve been asked here 
to talk about what’s wrong with experts—as an expert in this area—in a 
subject area, fi nance, that I know almost nothing about.” 1  

 What did Johnson say to cause these smart investors to slide forward in 
their chairs? Simply put, he showed how diverse groups of “average” peo-
ple, acting together, solve problems better than experts do. Johnson illus-
trated his point by discussing the behavior of social insects, including ants 
and bees. It was the incredible performance of these insects, above all, that 
sparked the imaginations of the listeners. 

 Most of Johnson’s talk was at the macro level, or how the collective solves 
problems. This has obvious relevance for understanding how market effi -
ciency arises. 2  My focus here is on the micro level, or how investors,  as indi-
viduals , should organize for investment success. While the unit of analysis is 
different, the message is the same: diverse information and perspectives can 
help improve investment performance. 

  28 
 Diversify Your Mind 
 Thoughts on Organizing for Investing Success 
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 Now think carefully for a moment about your information sources. Do 
you read the same newspapers, talk to the same people, and review the same 
type of research reports over and over? Or do you allocate time to entertain 
new ideas, even at the risk of wasting time on intellectual cul-de-sacs? There 
is strong evidence to suggest that the leading thinkers in many fi elds—not 
just investing—benefi t from input diversity. 

 A-Mazing 

 Before dwelling on the individual, I would like to show how diversity 
leads to better answers and how a lack of diversity can create ineffi ciencies. 
 Johnson demonstrates how the collective is better than the average indi-
vidual with a maze problem: 

  • First, he asks individuals of identical capabilities to solve a maze. Because the 

individuals have no global sense of the problem, they simply explore until 

they fi nd a solution. 

  • Next, he asks the individuals to solve the problem again. With some learned 

information, they tend to improve. 

  • Finally, he constructs a linear combination of each individual’s experiences 

and uses the same rules to fi nd a collective solution. 

 Because each individual’s initial search is random, a collection of individu-
als refl ects diverse experience (maze regions), preferences (preferred paths), 
and performances (path lengths). 3  So the collective is really just a normal 
individual with super information. Because of this diverse information, the 
collective solution is vastly more robust than the average individual solu-
tion (see exhibit 28.1). 

 The power of this collective effect has not been lost on nature. This is 
where Johnson’s stories about ants come in. How do the ants do it? Forag-
ing ants depart the nest with one job in mind, to fi nd and retrieve food. 
They also have the ability to leave and follow chemical trails. At fi rst, they 
disperse randomly. When the ants that fi nd food come back to the nest, 
they leave a chemical trail that their sisters can follow. Studies show that 
this process allows ants to consistently fi nd the shortest path to the food. 4  
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 Once researchers understood this collective ability, they decided to play 
a trick on the ants. In a controlled setting, the scientists placed two food 
sources at identical path lengths from the nest. As it turned out, the ants 
ended up using just one of the paths, although they chose at random. Why? 
Because they follow chemical trails, a couple more ants going down one 
path will attract other ants, triggering a positive feedback loop. So instead 
of fi nding an optimal solution, the ants have one crowded path and an 
equally long empty path. 

 Amazingly, though, nature anticipated this problem as well. As it 
turns out, ants periodically break from the main path and begin a ran-
dom search process again. The ants are “programmed” to strike a balance 
between exploiting a known food source and exploring for the next food 
source (see exhibit 28.2). Johnson calls this the “wild hair” alternative. 
The ants are hard-wired to seek diversity. 

EXHIBIT 28.1  The Collective Beats the Individual
The insert in the  fi gure shows the demonstration maze. The main 
fi gure shows the effect on the collective solution as more individuals 
contribute to it, for two different sets of random numbers. The 
number of steps of the collective is normalized by the average number 
of steps of the individuals contributing to the collective solution.
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 Getting a Diversity Degree 

 What do mazes and ants have to do with the challenging job of managing 
money? A lot, as it turns out. Physiologist Horace Barlow says that intel-
ligence is all about making a guess that discovers some new underlying 
order. This includes solving a problem, seeing the logic of an argument, 
or fi nding an appropriate analogy. 5    Where does investment intelligence 
come from? 

 Here is where Norman Johnson’s message is so important for investors. 
In well-defi ned systems, experts are useful because they can provide rules-
based solutions. But when a system becomes complex, a collection of indi-
viduals often solves a problem better than an individual—even an expert. 
This means that the stock market is likely to be smarter than most people 
most of the time, a point the empirical facts bear out. 

 To be an expert in a complex system like the stock market, Johnson con-
tinues, you need two essential features. First, you must be able to create a 
“simulation” in your head, allowing you to conceive and select strategies. 6  

EXHIBIT 28.2 The Wild Hair Alternative

Source: Sente Corporation.

40918-ch28-183-192 r1.indd   19040918-ch28-183-192 r1.indd   190 8/7/07   12:27:40 PM8/7/07   12:27:40 PM



DIVERS I FY  YOUR  M IND 191

A description of the legendary hedge fund manager George Soros illustrates 
the point: 

 [Gary] Gladstein, who has worked closely with Soros for fi fteen years, describes his 

boss as operating in almost mystical terms, tying Soros’s expertise to his ability to 

visualize the entire world’s money and credit fl ows. “He has the macro vision of the 

entire world. He consumes all this information, digests it all, and from there he can 

come out with his opinion as to how this is going to be sorted out. He’ll look at 

charts, but most of the information he’s processing is verbal, not statistical.” 7  

 In addition, you must populate your mental system with information from 
diverse sources. While the ability to simulate may be largely hardwired 
(although you can improve your skills in this area), the pursuit of diverse 
ideas is within your control. 

 Psychologist Donald Campbell describes the situation in similar terms, 
referring to the process of creative thinking as “blind variation and selective 
retention.” In other words, creative thinkers seek a variety of ideas but only 
choose those that are useful given their current goals. 

 Idea diversity allows you to fi nd what Johnson calls “weak signals.” 
A weak signal may be the start of a trend away from the dominant path 
(such as new technology or development) or the right piece of information 
at the right time from an unexpected source. In fact, a recent study suggests 
that informal learning fulfi ls up to 70 percent of learning needs inside some 
organizations. 8  It’s often diffi cult to know where the next benefi cial idea 
will come from. The evidence suggests that exposure to diverse information 
sources can improve the likelihood of fi nding a useful idea. 

 Creativity and Investing 

 In a classic article, former Merrill Lynch Investment Managers  president 
Arthur Zeikel argued that superior investment performance requires 
key personnel within the fi rm to be creative. 9  He suggested that creative 
people are: 

  • Intellectually curious 

  • Flexible and open to new information 
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  • Able to recognize problems and defi ne them clearly and accurately 

  • Able to put information together in many different ways to reach a solution 

  • Antiauthoritarian and unorthodox 

  • Mentally restless, intense, and highly motivated 

  • Highly intelligent 

  • Goal-oriented 

 Diversity is the fuel for many natural and cognitive processes. Investors 
that have investment approaches, or information sources, that are too nar-
row risk missing out on the power of diversity. The downside, of course, 
is that entertaining diverse ideas means sorting through lots of potentially 
useless input. But on balance diversity seems to enrich the investment 
 performance—and the lives—of thoughtful investors.  
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 The most thought-provoking feature of a honey bee colony is 

its ability to achieve coordinated activity among tens of thou-

sands of bees without central authority. 

 Coherence in honey bee colonies depends . . . upon mecha-

nisms of decentralized control which give rise to natural selec-

tion processes . . . analogous to those that create order in the 

natural world and in the competitive market economies of 

humans. 

 —Thomas D. Seeley,  The Wisdom of the Hive  

 [Decision markets] pool the information that is known to 

diverse individuals into a common resource, and have many 

advantages over standard institutions for information aggrega-

tion, such as news media, peer review, trials, and opinion polls. 

Speculative markets are decentralized and relatively egalitarian, 

and can offer direct, concise, timely, and precise estimates in 

answer to questions we pose. 

 —Robin D. Hanson,  Decision Markets  

 Smart Ant 

 In his wonderful book  The Wisdom of the Hive , Cornell biologist Thomas 
Seeley explains that returning honey bee foragers do a little dance to tell 
their colony mates where the food is. But what’s remarkable is that the dura-
tion of the dance refl ects not only the richness of the foraging site the bees 
are advertising but also the colony’s need for the commodity in question. 

 29 
 From Honey to Money 
 The Wisdom and Whims of the Collective 
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In other words, each bee’s communication dance considers both the colony’s 
opportunities  and  its needs.   As a result, a bee colony’s overall allocation pat-
tern is appropriate even though no one bee is in control. 1  

 Ants also demonstrate remarkable collective behavior. Leading ant 
researcher Deborah Gordon shows that ants place their cemeteries at the 
point furthest from the colony. But it gets better, because they place their 
trash heaps at the spot that maximizes its distance from the cemetery and 
the colony. 2  Without awareness, the ants solve a tricky spatial problem wor-
thy of a standardized intelligence test. 

 What makes the behavior of social insects like bees and ants so amaz-
ing is that there is no central authority, no one directing traffi c. Yet the 
aggregation of simple individuals generates complex, adaptive, and robust 
results. Colonies forage effi ciently, have life cycles, and change behavior 
as circumstances warrant. These decentralized individuals collectively solve 
very hard problems, and they do it in a way that is very counterintuitive to 
the human predilection to command-and-control solutions. 

 I look at three systems that depend on collective behavior—social insects, 
decision markets, and the stock market—and consider the similarities and 
differences to gain better insights into how markets work. I conclude that 
collectives are very effective in a host of circumstances, but that there are 
substantive differences between these systems. 

 Traveling Salesman? Follow the Ant . . . 

 After describing the workings of a honey bee colony in some detail, Seeley 
summarizes the main features of colony organization. When scanning this list, 
consider your notion of how to optimally allocate resources and the parallels 
between a colony and a market. Main honey bee colony features include: 3  

 1. Division of labor based on temporary specializations 

 2. Absence of physical connections between workers 

 3. Diverse pathways of information fl ow 

 4. High economy on communication 

 5. Negative feedback 

 6. Coordination without central planning 
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 The comings and goings of bees and ants may be a source of fascination, 
but what can we humans learn from them? Social insect organization may 
provide useful insight into how to solve a set of problems that are diffi cult 
to tackle deductively. 

 One example is the famous traveling salesman problem, which research-
ers consider a benchmark challenge in combinatorial optimization. The goal 
is to fi gure out how to route the salesman from city to city using the shortest 
path possible. Scientists have demonstrated that the ant algorithm—based 
on ant-foraging patterns—provides as good or better results than more stan-
dard approaches. 4  

 Delphic Decision Markets 

 One lesson we can draw from social insects is that the whole is often greater 
than the sum of the parts. Yet we humans often rely on experts in all sorts of 
fi elds, including medicine, politics, fi nance, and public policy. Do experts 
give us the best answers, or is there a way to tap the collective knowledge of 
many individuals? 

 Recent years have seen a rise in decision markets, where individuals bet 
on the outcomes of questions of interest and make or lose money based 
on whether or not they’re right. These decision markets have proven to be 
uncannily accurate and, like the social insect colonies, their success relies on 
distributed intelligence. 

 The best known decision market is the Iowa Electronic Markets, founded 
in 1988. 5  The IEM allows for bets on what percentage of the election vote 
individual candidates will receive. The market’s record is enviable: in the 
four presidential elections, the IEM’s market price was a better predictor of 
the election results than the polls (nearly 600 of them) three-quarters of the 
time.   The IEM also hosts other markets. 6  

 Decision markets have proliferated well beyond the political sphere. 
Want to gauge the opening weekend box offi ce receipts for a movie? Check 
the Hollywood Stock Exchange, where traders have been consistently more 
accurate than movie-industry pundits. This exchange also does a good job 
of predicting Oscar nominations and currently allows you to bet on future 
stars from the TV show  American Idol . 7  
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 One of the most liquid markets is BetFair, which allows bets on every-
thing from sports to politics to the stock market. Investors can observe—
and bet on—the market’s assessment of specifi c outcomes across a wide 
range of domains. 8  

 Why do decision markets work so well? First, individuals in these markets 
think they have some edge, so they self-select to participate. Second, trad-
ers have an incentive to be right—they can take money from less insight-
ful traders. Third, these markets provide continuous, real-time forecasts—a 
valuable form of feedback. The result is that decision markets aggregate 
information across traders, allowing them to solve hard problems more 
effectively than any individual can. 

 The Stock Market—the Ultimate Hive? 

 Stock markets share many of the same features as social insect colonies and 
decision markets. Markets emerge from the interaction of many individual 
investors. We’ve seen that both colonies and decision markets solve prob-
lems effectively. To gain better insight into the workings of these systems, 
we need to look at the differences as well as the similarities. 

 Perhaps the biggest differences between the hive and the market are 
incentives and the role of prices. In a colony, each bee acts not to maxi-
mize its own well-being but rather the well-being of the colony  (evolution 
shaped this behavior). In markets, each trader seeks to maximize his own 
utility. This difference may make colonies more robust than markets 
because colonies are not as susceptible to the positive feedback that creates 
market fragility. 

 Also, hives do not have prices. Prices are important in a free-market 
economic system because they help individuals determine how to allocate 
resources. Bees convey information through their dances, but prices in mar-
kets often go beyond informing investors to infl uencing them, spurring 
unhealthy imitative behavior. 

 Decision markets are also very different than stock markets because they 
have fi nite time horizons and defi ned outcomes. This specifi city creates out-
come boundaries that effectively limit speculative imitation. In other words, 
momentum strategies don’t work. Further, in stock markets, the performance 
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of the stock can infl uence the company’s fundamental outlook. 9  In decision 
markets, the outcome and the market are independent. 

 Swarm Smarts 

 Investors can draw a few messages from this discussion. First, decentral-
ized systems, even with parts of limited intelligence, are often very effective 
at solving complex problems. The signifi cance of distributed smarts will 
continue to rise as we create cheaper ways to harness the wisdom of the 
collective. 10  

 Next, while we may be tempted to lump together all decentralized 
 problem-solving systems, important distinctions exist—and those dis-
tinctions shape system performance. For example, stock prices tend to be 
effi cient when investors are heterogeneous. But when heterogeneity does 
not prevail and investor errors become nonindependent, markets become 
subject to excesses. 11    Markets are more prone to excesses than colonies and 
decision markets. 

 Finally, decentralized systems tend to be robust. Despite episodic 
excesses, markets adapt well to change. This perspective shifts the onus 
of rationality away from individual investors and suggests that allocative 
effi ciency arises from the structure of the market itself. Market smarts are 
the result of the aggregation of local information. That’s why it is so hard 
to beat well-functioning markets. 
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 We must show how a solution is produced by interactions of 

people each of whom possesses only partial knowledge. To 

assume all the knowledge to be given to a single mind in the 

same manner in which we assume it to be given to us as the 

explaining economists is to assume the problem away and to 

disregard everything that is important and signifi cant in the 

real world. 

 —Freidrich Hayek, “The Use of Knowledge in Society” 

 Even when traders are not necessarily experts, their collective 

judgment is often remarkably accurate because markets are 

effi cient at uncovering and aggregating diverse pieces of infor-

mation. And it doesn’t seem to matter much what markets are 

being used to predict. 

 —James Surowiecki, “Damn the Slam PAM Plan!” 

 The Accuracy of Crowds 

 Most investors do not associate group behavior with sparkling outcomes. 
An Amazon book review crows that Charles MacKay’s classic  Extraordi-
nary Popular Delusions and the Madness of Crowds  “shows that the madness 
and confusion of crowds knows no limits, and has no temporal bounds.” 
Throwing vital problems at a diverse group doesn’t look like an obvious way 
to generate satisfactory solutions. 

 But in recent years social scientists have started to gain a greater appre-
ciation for the information-aggregation ability of markets. Recognition of 

 30 
 Vox Populi 
 Using the Collective to Find, Solve, and Predict 
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this ability, when combined with the Internet’s connectivity, has opened up 
new ways to fi nd solutions to hard-to-answer questions, to solve complex 
problems, and to improve on predictions. 

 Of course, the stock market is no panacea. There’s no question that markets 
periodically zoom to excesses when investors correlate their behavior. Yet on 
the whole, most investors and executives don’t realize how and why markets 
are so good at generating accurate answers. 

 Not all collectives operate in the same way. In some situations, the chal-
lenge is to fi nd a specifi c solution—typically knowledge or expertise held 
by an individual—to a specifi c problem. Other cases tap groups as informa-
tion aggregators, where the group’s collective judgment solves a problem or 
predicts an outcome better than almost any individual can. 

 Investors should take note of the accuracy of crowds for two reasons. 
First, information aggregation lies at the core of market effi ciency. Here, 
I defi ne effi ciency as the inability of an individual to systematically exploit 
the market for superior returns. Second, companies that take advantage of 
the information embedded in collectives might be able to gain a competitive 
edge. I’ll describe a few companies that are trying to do just that. 

 Needle in a Haystack 

 A recent  McKinsey Quarterly  article opened with the story of a manager at 
a biotechnology company seeking technical knowledge of a particular pro-
tein. After scouring internally for weeks, the manager concluded the expert 
didn’t exist. Three days later, while in an elevator explaining the problem to 
a coworker, a woman next to the manager interjected, “I wrote my doctoral 
thesis on that protein. What do you need to know?” 1  

 An ability to cost-effectively solve specifi c research questions is increas-
ingly critical in our knowledge-based economy. Consider the pharmaceu-
tical industry as an example. Research and development investment has 
nearly doubled as a percentage of sales over the past twenty years, and it 
costs roughly $800 million to shepherd a drug from development to full 
FDA approval and rollout. 

 Part of the challenge of an R&D-intensive company is to fi nd experts in 
the lab who can solve tough research problems. Now think for a moment 
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what would happen if a pharmaceutical company could present some of its 
tricky research problems to  all  capable scientists in the world, not just those 
on the company’s payroll. Could the company solve its problems faster? 
Cheaper? With less risk? 

 In mid-2001, executives at Eli Lilly tried to answer these questions by 
launching a new company, Innocentive (see www.innocentive.com). In 
2006, Innocentive had nearly forty “seeker” companies and a community 
of 95,000 scientist “solvers.” After paying a membership fee, seeker com-
panies post research problems along with a cash reward for the solution. 
Solvers come from all over, half from outside the United States. 

 Does Innocentive work? It may be too early to say, but some early 
results are encouraging. Take Procter & Gamble, which in 2002 had a 
$1.7 billion R&D budget and roughly 9,500 R&D employees, includ-
ing 1,200 Ph.D.’s. Larry Huston, head of R&D, explains that he uses 
Innocentive because “these are diffi cult problems we cannot solve inside 
[the company].” At Innocentive, P&G enjoyed about a 45 percent solu-
tion success rate for the fi rst set of its problems, above the one-third 
target it set. 

 P&G’s success underscores the importance of a diverse solver group. 
Says Huston, “Our fi rst problem was solved by a patent attorney in North 
 Carolina who does patent law by day and chemistry at home by night while 
his wife reads romance novels—at least that’s what he told us. Our second 
problem was solved by a graduate student in Spain, the third by a person in 
Bangalore (India), the fourth by a freelance chemist-consultant.” 2  

 It’s not hard to imagine other areas where matching problems and solu-
tions might be useful. In spite of some real hurdles like intellectual property 
rights and improper dissemination of inside or competitive information, 
the Innocentive model looks like a great step toward fi nding the idea needle 
in the diverse haystack. 3  

 Weighing the Ox with the Vox 

 Creating a market from a collective is another powerful way to aggregate 
information and solve problems. Here, rather than matching a problem 
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with a unique solution, the group solves a problem better than any single 
individual—even an expert. 

 Victorian polymath Francis Galton was one of the fi rst to thoroughly 
document this group-aggregation capability. In a 1907  Nature  article, “Vox 
Populi,” Galton describes a contest to guess the weight of an ox at the West 
of England Fat Stock and Poultry Exhibition in Plymouth. He collected 
787 participants who each paid a sixpenny fee to participate. (A small cost 
to deter practical joking.) According to Galton, some of the competitors 
were butchers and farmers, likely expert at guessing the weight. He sur-
mised that many others, though, were guided by “such information as they 
might pick up” or “by their own fancies.” 

 Galton calculated the median estimate—the vox populi—as well as 
the mean. He found that the median guess was within 0.8 percent of the 
correct weight, and that the mean of the guesses was within 0.01 percent. 
To give a sense of how the answer emerged, Galton showed the full dis-
tribution of answers. Simply stated, the errors cancel out and the result is 
distilled information. 4  

 Subsequently, we have seen the vox populi results replicated over and 
over. Examples include solving a complicated maze, guessing the number 
of jellybeans in a jar, and fi nding missing bombs. 5  In each case, the neces-
sary conditions for information aggregation to work include an aggregation 
mechanism, an incentive to answer correctly, and group  heterogeneity. 

 Estimating Printers with Populi 

 In the prior example, the aggregation of individuals determined a particu-
lar state—the ox’s weight, the number of jellybeans, the location of the 
bomb—but did not make a  prediction  of a future state. Is there any differ-
ence between estimating what is and estimating what is going to be? 

 Well, solid evidence exists to suggest that the vox populi is pretty good 
at anticipating the future. Scientists at Hewlett-Packard have demonstrated 
that even small groups can predict results better than individuals. Appar-
ently, the internal market that Hewlett-Packard set up to predict sales was 
more accurate than its offi cial internal forecasts. 6  
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 And Now, For the Real World 

 So collectives have proven adept at matching seekers and solvers and deter-
mining current or future states. How does all of this apply to the stock 
market? 

 The stock market is different than the markets I’ve described because there 
is no answer—stocks have no specifi ed time horizon or value. (The excep-
tion is when a company has agreed to be acquired, in which case the stock 
price tends to very accurately represent the ultimate value.) As a result, stock 
investors are susceptible to imitation because they can earn excess profi ts by 
selling to someone else willing to pay a higher price. Said differently, one or 
more of the three conditions for proper information  aggregation—group 
heterogeneity—is violated. 

 However, I would argue that extraordinary popular delusions and the 
madness of crowds are exceptions, not the rule. Investors who appreciate 
how and why markets are effi cient will have better insight into how and why 
markets are ineffi cient. Further, investors who identify companies intelli-
gently using collectives—the vox populi—may gain an investment edge. 
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 [Victor Niederhoffer] looked at markets as a casino where 

people act as gamblers and where their behavior can be under-

stood by studying gamblers. He regularly made small amounts 

of money trading on that theory. There was a fl aw in his 

approach, however. If there is a . . . tide . . . he can be seriously 

hurt because he doesn’t have a proper fail-safe mechanism. 

 —George Soros,  Soros on Soros  

 In statistical terms, I fi gure I have traded about 2 million con-

tracts . . . with an average profi t of $70 per contract. This aver-

age profi t is approximately 700 standard deviations away from 

randomness, a departure that would occur by chance alone 

about as frequently as the spare parts in an automotive salvage 

lot might spontaneously assemble themselves into a  McDonald’s 

restaurant. 

 —Victor Niederhoffer,  The Education of a Speculator  

 On Wednesday Niederhoffer told investors in three hedge 

funds he runs that their stakes had been “wiped out” Monday 

by losses that culminated from three days of falling stock prices 

and big hits earlier this year in Thailand. 

 —David Henry,  USA Today , October 30, 1997 

 Much of the real world is controlled as much by the “tails” of 

distributions as by means or averages: by the exceptional, not 

 31 
 A Tail of Two Worlds 
 Fat Tails and Investing 
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the mean; by the catastrophe, not the steady drip; by the very 

rich, not the “middle class.” We need to free ourselves from 

“average” thinking. 

 —Philip Anderson, Nobel Prize recipient in physics, 

“Some Thoughts About Distribution in Economics” 

 Experience Versus Exposure 

 In his 2001 letter to shareholders, Warren Buffett distinguishes between 
experience and exposure. Although Buffett’s comments are in the context of 
Berkshire Hathaway’s insurance business, his point is valid for any exercise 
with subjective probabilities. Experience, of course, looks to the past and 
considers the probability of future outcomes based on occurrence of his-
torical events. Exposure, on the other hand, considers the likelihood—and 
potential risk—of an event that history (especially recent history) may not 
reveal. Buffett argues that in 2001 the insurance industry assumed huge 
terrorism risk without commensurate premiums because it was focused on 
experience, not exposure. 

 Investors, too, must discern between experience and exposure. The high-
profi le failures of Long Term Capital Management and Victor Niederhoffer 
give witness to this point. Remarkably, however, standard fi nance theory 
does not easily accommodate extreme events. Financial economists gener-
ally assume that stock price changes are random, akin to the motion of pol-
len in water as molecules bombard it. 1  

 In a triumph of modeling convenience over empirical results, fi nance 
theory treats price changes as independent, identically distributed variables 
and generally assumes that the distribution of returns is normal, or lognor-
mal. The virtue of these assumptions is that investors can use probability 
calculus to understand the distribution’s mean and variance and can there-
fore anticipate various percentage price changes with statistical accuracy. 
The good news is that these assumptions are reasonable for the most part. 
The bad news, as physicist Phil Anderson notes above, is that the tails of the 
distribution often control the world. 
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 Tell Tail 

 Normal distributions are the bedrock of fi nance, including the random walk, 
capital asset pricing, value-at-risk (VaR), and Black-Scholes models. Value-
at-risk models, for example, attempt to quantify how much loss a portfolio 
may suffer with a given probability. While there are various forms of VaR 
models, a basic version relies on standard deviation as a measure of risk. 
Given a normal distribution, it is relatively straightforward to measure stan-
dard deviation, and hence risk. However, if price changes are not normally 
distributed, standard deviation can be a very misleading proxy for risk. 2  

 The research, some done as far back as the early 1960s, shows that price 
changes do not follow a normal distribution. Exhibit 31.1 shows the frequency 
distribution of S&P 500 daily returns from January 1, 1978, to March 30, 
2007, and a normal distribution derived from the data. Exhibit 31.2 high-
lights the difference between the actual returns and the normal distribution. 
Analyses of different asset classes and time horizons yield similar results. 3  The 
fi gures show that: 

  • Small changes appear more frequently than the normal distribution predicts 

  • There are fewer medium-sized changes than the model implies (roughly 0.5 to 

2.0 standard deviations) 

  • There are fatter tails than what the standard model suggests. This means that 

there is a greater-than-expected number of large changes 

 The fat tails, in particular, warrant additional comment. These extreme 
value changes happen considerably more frequently than the standard model 
implies and can have a substantial infl uence on portfolio performance—
especially for leveraged portfolios. For example, during the October 1987 
crash, which I excluded from my fi gures for presentation purposes, the S&P 
500 plummeted over 20 percent, a change that is twenty standard deviations 
from the mean. Roger Lowenstein notes: 

 Economists later fi gured that, on the basis of the market’s historical volatility, 

had the market been open every day since the creation of the Universe, the odds 

would still have been against its falling that much in a single day. In fact, had the 
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life of the Universe been repeated  one billion times , such a crash would still have 

been theoretically “unlikely.” 4  

 The pattern of many small events and few large events is not unique to asset 
prices. Indeed, it is a signature of systems in the state of “self-organized criti-
cality.” Self-organization is the result of interaction between individual agents 
(in this case, investors) and requires no leadership. A critical state is one where 
small perturbations can lead to events of many types. Self-organized criticality 
marks systems as varied as earthquakes, extinction events, and traffi c jams. 5  

 Is there a mechanism that can help explain these episodic lunges? I think 
so. As I have noted in other essays, markets tend to function well when a 
suffi cient number of diverse investors interact. 6  Conversely,  markets tend to 
become fragile when this diversity breaks down and investors act in a similar 
way (this can also result from some investors withdrawing). A burgeoning 

 EXHIBIT 31.1    Frequency Distribution of the S&P 500 Daily Returns, 
January 1978–March 2007 

  Source : FactSet, author analysis. 
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literature on herding addresses this phenomenon. Herding is when many 
investors make the same choice based on the observations of others, inde-
pendent of their own knowledge. Information cascades, another good illus-
tration of a self-organized critical system, are closely linked to herding. 7  

 What Fat Tails Mean for Investors 

 OK: Big changes in prices appear more frequently than they are supposed 
to. What does this mean for investors from a practical standpoint? I believe 
there are a few important implications: 

 •  Cause and effect thinking . One of the essential features of self-organized 

critical systems is that the size of the perturbation and that of the resulting event 

 EXHIBIT 31.2    Frequency Difference: Normal Versus Actual Daily 
Returns, January 1978–March 2007 

  Source : FactSet, author analysis. 
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may not be linearly linked. Sometimes small-scale inputs can lead to large-scale 

events. This dashes the hope of fi nding causes for all effects. 

 •  Risk and reward . The standard model for assessing risk, the capital-asset-

pricing model, assumes a linear relationship between risk and reward. In con-

trast, nonlinearity is endogenous to self-organized critical systems like the stock 

market. Investors must bear in mind that fi nance theory stylizes real world data. 

That the academic and investment communities so frequently talk about events 

fi ve or more standard deviations from the mean should be a suffi cient indica-

tion that the widely used statistical measures are inappropriate for the markets. 

 •  Portfolio construction . Investors that design portfolios using standard statis-

tical measures may understate risk (experience versus exposure). This concern is 

especially pronounced for portfolios that use leverage to enhance returns. Many 

of the most spectacular failures in the hedge fund world have been the direct 

result of fat-tail events. Investors need to take these events into consideration 

when constructing portfolios. 

 A useful means to navigate a fat-tailed world is to fi rst measure the cur-
rent expectations underlying an asset price and then contemplate various 
ranges of value outcomes and their associated probabilities. This process 
allows investors to give some weight to potential fat-tail events. 8  

 Standard fi nance theory has advanced our understanding of markets 
immensely. But some of the theory’s foundational assumptions are not borne 
out by market facts. Investors must be aware of the discrepancies between 
theory and reality and adjust their thinking (and portfolios) accordingly. 
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 The risk-reducing formulas behind portfolio theory rely on a 

number of demanding and ultimately unfounded premises. First, 

they suggest that price changes are statistically independent from 

one another. . . . The second assumption is that price changes are 

distributed in a pattern that conforms to a standard bell curve. 

 Do fi nancial data neatly conform to such assumptions? Of 

course, they never do. 

 —Benoit B. Mandelbrot, 

“A Multifractal Walk down Wall Street” 

 The very fact that the Petersburg Problem has not yielded a 

unique and generally acceptable solution to more than 200 

years of attack by some of the world’s great intellects suggests, 

indeed, that the growth-stock problem offers no hope of a 

 satisfactory solution. 

 —David Durand, 

“Growth Stocks and the Petersburg Paradox” 

 Bernoulli’s Challenge 

 Competent investors take great pride in their ability to place an appropriate 
value on a fi nancial claim. This ability is the core of investing: markets are 
just vehicles to trade cash for future claims, and vice versa. 

 OK, here’s a cash-fl ow stream for you to value: Say the house fl ips a fair 
coin. If it lands on heads, you receive two dollars and the game ends. If it 
lands on tails, the house fl ips again. If the second fl ip lands on heads, you 

 32 
 Integrating the Outliers 
 Two Lessons from the St. Petersburg Paradox 
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get four dollars; if it lands on tails, the game continues. For each successive 
round, the payoff for landing on heads doubles (i.e., $2, $4, $8, $16, etc.) 
and you progress to the next round until you land on heads. How much 
would you pay to play this game? 

 Daniel Bernoulli, one of a family of distinguished mathematicians, fi rst 
presented this problem to the Russian Imperial Academy of Sciences in 
1738. 1  Bernoulli’s game, known as the St. Petersburg Paradox, challenges 
classical theory, which says that a player should be willing to pay the game’s 
expected value to participate. The expected value of this game is infi nite. 
Each round has a payoff of one dollar (probability of 1/2 n  and a payoff of 
$2 n , or 1/2 � $2, 1/4 � $4, 1/8 � $8, etc.) So, 

 Expected value � 1 � 1 � 1 � 1 . . . � � 

 Naturally, very few people would be willing to pay even twenty dollars 
to play the game. Bernoulli tried to explain the paradox with the marginal 
utility of money. He argued that the amount you would be willing to pay 
is a function of your resources—the greater your resources, the more you 
would be willing to pay. Still, Bernoulli’s explanation is not altogether satis-
factory. The St. Petersburg Paradox has kept philosophers, mathematicians, 
and economists thinking for over two and a half centuries. 2  

 Philosophical discourse aside, the St. Petersburg Paradox helps illumi-
nate two very concrete ideas for investors. The fi rst is that the distribution 
of stock market returns does  not  follow the pattern that standard fi nance 
theory assumes. This deviation from theory is important for risk manage-
ment, market effi ciency, and individual stock selection. 

 The second idea relates to valuing growth stocks. What do you pay today 
for a business with a low probability of an extraordinarily high payoff ? This 
question is more pressing than ever in a world with violent value migrations 
and increasing returns. 

 What’s Normal? 

 Asset price distributions are of great practical signifi cance for portfolio 
managers. Standard fi nance theory assumes that asset price changes follow 
a normal distribution—the well-known bell curve. That this assumption is 
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roughly accurate most of the time allows analysts to use very robust prob-
ability statistics. For example, for a sample that follows a normal distribu-
tion, you can identify the population average and characterize the likelihood 
of variance from that average. 

 However, much of nature—including the manmade stock market—is 
not normal. 3  Many natural systems have two defi ning characteristics: an 
ever-larger number of smaller pieces and similar-looking pieces across the 
different size scales. For example, a tree has a large trunk and a number of 
ever-smaller branches, and the small branches resemble the big branches. 
These systems are fractal. Unlike a normal distribution, no average value 
adequately characterizes a fractal system. Exhibit 32.1 contrasts normal and 
fractal systems visually and shows the probability functions that represent 
the data. Fractal systems follow a power law. 4  

EXHIBIT 32.1  Probability Density Functions for 
 Normal and Fractal Systems

Source: Liebovitch and Scheurle, “Two Lessons from Fractals and Chaos.”  
Reproduced with permission.
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 Using the statistics of normal distributions to characterize a fractal sys-
tem like fi nancial markets is potentially very hazardous.   Yet theoreticians 
and practitioners do it daily. 5    The distinction between the two systems 
boils down to probabilities and payoffs. Fractal systems have few, very large 
observations that fall outside the normal distribution. The classic example 
is the crash of 1987. The probability (assuming a normal distribution) of 
the market’s 20-plus percent plunge in one day was so infi nitesimally low it 
was practically zero. And still the losses were a staggering $2 trillion-plus. 

 A comparison of a normal coin-toss game and the St. Petersburg game illus-
trates the point. Assume that you toss a coin and receive $2 if it lands heads 
and nothing if it lands tails. The expected value of the game is $1, the amount 
you would be willing to pay to play the game in a fair casino. I simulated 1 
million rounds of 100 tosses each, and plotted the payoffs in exhibit 32.2. Just 
as you would expect, I got a well-defi ned normal distribution. 6  

EXHIBIT 32.2 Standard Coin Toss Game

Source: Author analysis.
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 I then simulated the St. Petersburg game 1 million times and plot-
ted that distribution (see exhibit 32.3). While the underlying process is 
stochastic, the outcome is a power law. For example, half the time the game 
only pays two dollars, and three-quarters of the time it pays four dollars 
or less. However, a run of thirty provides a $1.1 billion payoff, but this is 
only a 1-in-1.1 billion probability. Lots of small events and a few very large 
events characterize a fractal system. Further, the average winnings per game 
is unstable with the St. Petersburg game, so no average accurately describes 
the game’s long-term outcome. 

 Are stock market returns fractal? Benoit Mandelbrot shows that by 
lengthening or shortening the horizontal axis of a price series—effectively 
speeding up or slowing down time—price series are indeed fractal. Not 
only are rare large changes interspersed with lots of smaller ones, the price 
changes look similar at various scales (e.g., daily, weekly, and monthly 

EXHIBIT 32.3 Fractal Coin Toss Game

Source: Author analysis.

40918-ch32-209-215 r1.indd   21340918-ch32-209-215 r1.indd   213 8/7/07   12:31:41 PM8/7/07   12:31:41 PM



SC IENCE  AND  COMPLEX I T Y  THEORY214

returns). Mandelbrot calls fi nancial time series multifractal, adding the pre-
fi x “multi” to capture the time adjustment. 

 In an important and fascinating book,  Why Stock Markets Crash , geo-
physicist Didier Sornette argues that stock market distributions comprise 
two different populations, the body (which you can model with standard 
theory) and the tail (which relies on completely different  mechanisms). 
Sornette’s analysis of market drawdowns convincingly dismisses the 
assumption that stock returns are independent, a key pillar of classical 
fi nance theory. His work provides fresh and thorough evidence of fi nance 
theory’s shortcomings. 7  

 St. Petersburg and Growth Stock Investing 

 The St. Petersburg Paradox also provides insight for growth stock valuation. 8  
What should you be willing to pay for a very small probability that a com-
pany can grow its cash fl ows by a very signifi cant amount forever? 9  

 David Durand took up this question in his classic 1957 article, “Growth 
Stocks and the Petersburg Paradox.” 10  He encourages a good deal of cau-
tion, emphasizing reversion-to-the-mean thinking and modeling. But if 
anything, the challenge of valuing the low probability of signifi cant value is 
even more pressing today than it was when Durand took on the challenge 
almost fi fty years ago. 

 Consider, for example, that of the nearly 2,000 technology-stock ini-
tial public offerings from 1980 through 2006, less than 5 percent account 
for over 100 percent of the $2-trillion-plus in wealth creation. 11  And even 
within this small wealth-generating group, only a handful delivered the bulk 
of the huge payoffs. Given the winner-take-most characteristics of many 
growth markets, there’s little reason to anticipate a more normal wealth-
creation distribution in the future. 

 In addition, the data show that the distribution of economic return on 
investment is wider in corporate America today than it was in the past. 12  
So the spoils awaiting the wealth creators, given their outsized returns, are 
greater than ever before. As in the St. Petersburg game, the majority of the 
payoffs from future deals are likely to be modest, but some will be huge. 
What’s the expected value? What should you be willing to pay to play? 
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 Integrating the Outliers 

 The St. Petersburg Paradox may be centuries old, but its lessons are as fresh 
as ever. One of the major challenges in investing is how to capture (or avoid) 
low-probability, high-impact events. Unfortunately, standard fi nance theory 
has little to say about the subject. 
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 In the existing sciences much of the emphasis over the past 

century or so has been on breaking systems down to fi nd their 

underlying parts, then trying to analyze these parts in as much 

detail as possible. . . . But just how these components act 

together to produce even some of the most obvious features of 

the overall behavior we see has in the past remained an almost 

complete mystery. 

 —Stephen Wolfram,  A New Kind of Science  

 Beyond Newton 

 Where does consciousness come from? This question has bedeviled phi-
losophers and scientists for centuries. We have cured diseases, put men on 
the moon, and probed many details of our physical world. Yet even the best 
thinkers today have diffi culty defi ning consciousness, let alone explaining 
it. Why have we had so much success in some scientifi c realms and so little 
in others, such as unveiling the mysteries of consciousness? 

 Not all systems are alike, and we can’t understand the workings of all sys-
tems on the same level. Let’s start with the systems that we do understand. 
Many of science’s triumphs over the past few centuries are rooted in Isaac 
Newton’s principles. Newton’s world is a mechanical one, where cause and 
effect are clear and systems follow universal laws. With suffi cient under-
standing of a system’s underlying components, we can predict precisely how 
the system will behave. 

 Reductionism is the cornerstone of discovery in the Newtonian world, 
the basis for much of science’s breathtaking advance in the seventeenth 

 33 
 The Janitor’s Dream 
 Why Listening to Individuals Can Be Hazardous 
to Your Wealth 
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through nineteenth centuries. As scientist John Holland explains, “The 
idea is that you could understand the world, all of nature, by examining 
smaller and smaller pieces of it. When assembled, the small pieces would 
explain the whole.” 1  In many systems, reductionism works brilliantly. 

 But reductionism has its limits. In systems that rely on complex inter-
actions of many components, the whole system often has properties and 
characteristics that are distinct from the aggregation of the underlying com-
ponents. Since the whole of the system emerges from the interaction of the 
components, we cannot understand the whole simply by looking at the 
parts. Reductionism fails. 

 Neuroscientist William Calvin, who is in the thick of the consciousness 
dialogue, notes that we can approach the problem in various ways but that 
the key to understanding consciousness certainly is not in the “basement” 
of neural chemistry or the “subbasement” of quantum mechanics. There 
are too many layers of interaction in the brain. The parts don’t explain the 
whole. Calvin calls the leap from the subbasement of quantum mechanics 
directly to the penthouse of consciousness the  janitor ’ s dream . 2  

 Why should investors care about the janitor’s dream? If the stock market 
is a system that emerges from the interaction of many different investors, 
then reductionism—understanding individuals—does not give a good pic-
ture of how the market works. Investors and corporate executives who pay 
too much attention to individuals are trying to understand markets at the 
wrong level. An inappropriate perspective of the market can lead to poor 
judgments and value-destroying decisions. 

 Sorting Systems 

 When a system has low complexity and we can defi ne interactions linearly, 
reductionism is very useful. Many engineered systems fi t this bill. A skilled arti-
san can take apart your wristwatch, study the components, and have a complete 
understanding of how the system works. Such systems also lend themselves to 
centralized decision making. Many companies in the industrial revolution were 
good examples of engineered systems—a product went down a manufactur-
ing line, and each worker contributed to the end product. Through scientifi c 
refi nement, managers could continually improve the system’s performance. 

40918-ch33-216-220 r1.indd   21740918-ch33-216-220 r1.indd   217 8/7/07   12:36:54 PM8/7/07   12:36:54 PM



SC IENCE  AND  COMPLEX I T Y  THEORY218

 On the other hand, centralized control fails for systems with suffi cient 
complexity. Scientists call these “complex adaptive systems” and refer to the 
components of the system as agents. Complex adaptive systems exhibit a 
number of essential properties and mechanisms: 3  

  Aggregation . Aggregation is the emergence of complex, large-scale behavior 

from the collective interactions of many less-complex agents. 

  Adaptive decision rules . Agents within a complex adaptive system take infor-

mation from the environment, combine it with their own interaction with the 

environment, and derive decision rules. In turn, various decision rules compete 

with one another based on their fi tness, with the most effective rules surviving. 

  Nonlinearity . In a linear model, the whole equals the sum of the parts. In 

nonlinear systems, the aggregate behavior is more complicated than would be 

predicted by totaling the parts. 

  Feedback loops . A feedback system is one in which the output of one iteration 

becomes the input of the next iteration. Feedback loops can amplify or dampen 

an effect. 4  

EXHIBIT 33.1 Complexity and Decision Making

Source: Sente Corporation.
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 Complex adaptive systems include governments, many corporations, and 
capital markets. Efforts to assert top-down control of these systems gener-
ally lead to failure, as happened in the former Soviet Union. Exhibit 33.1 
contrasts the two types of systems. 

 Thinking about the market as a complex adaptive system is in stark con-
trast to classical economic and fi nance theory, which depicts the world in 
Newtonian terms. Economists treat agents as if they are homogenous and 
build linear models—supply and demand, risk and reward, price and quan-
tity. None of this, of course, much resembles the real world. 5  

 The Stock Market as a Complex Adaptive System 

 The stock market has all of the characteristics of a complex adaptive system. 
Investors with different investment styles and time horizons (adaptive deci-
sion rules) trade with one another (aggregation), and we see fat-tail price 
distributions (nonlinearity) and imitation (feedback loops). An agent-based 
approach to understanding markets is gaining broader acceptance. But this 
better descriptive framework does not offer the neat solutions that the cur-
rent economic models do. 

 Investors who view the stock market as a complex adaptive system 
avoid two cognitive traps. The fi rst is the constant search for a cause for all 
effects. Critical points, where large-scale reactions are the result of small-
scale perturbations, are a characteristic of complex adaptive systems. So 
cause and effect are not always easy to link. Following the stock market 
crash of 1987, for instance, the government commissioned a study to iso-
late the “cause” of the crash. After an exhaustive study, the Brady commis-
sion was unable to fi nd a particular cause. The point here is not that cause 
and effect don’t exist but rather that not every effect has a proportionate 
cause. As humans like to identify a cause for every effect, this concept is 
diffi cult to internalize. 

 The second trap is to dwell on the input of any individual at the expense 
of understanding the market itself. For example, executives often question 
how it is that the empirical evidence shows the market follows cash fl ows 
when most investors talk about accounting results. The answer is that every 
individual operates with his or her own decision rules, while the market 
represents the aggregation of these rules. Further, studies of systems with 
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suffi cient complexity show that a collective of diverse individuals tends 
to solve problems better than individuals can—even individuals that are 
so-called experts. 6  

 Using What You’ve Got 

 Time-pressured decision makers often rely on rules of thumb, or heuris-
tics, for their decision making. While heuristics don’t always lead to the 
best answer in a particular situation, they are often useful precisely because 
they save time for their users. However, heuristics can also lead investors to 
make biased decisions. One facet of successful decision making is gaining 
an understanding of these biases so as to mitigate their cost. 7  

 The  availability heuristic  allows investors to assess the frequency or likely 
cause of an event by the degree to which similar events are “available” in 
memory. Ease of recall is one bias that emanates from the availability heu-
ristic. In other words, investors or managers may place greater emphasis on 
information that is available than on information that is relevant. 

 I believe this bias is at the heart of the janitor’s-dream problem. Investors 
and managers spend a lot of time focusing on information that is available, 
like current earnings and multiples, rather than on information that is more 
meaningful—that is, what the market reveals about expectations for future 
performance. Corporate managers see analyst reports that dwell on earn-
ings and hence incorrectly assume that the market is a simple addition of 
these agents. 

 Investors and corporate managers trying to understand the market must 
recognize that it’s a complex adaptive system. The market’s action refl ects 
the interaction of many agents, each with varying knowledge, resources, 
and motivation. So a disproportionate focus on individual opinions can be 
hazardous to wealth creation. 
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 [Our ancestors] must have felt uncomfortable about their 

inability to control or understand such [causeless] events, as 

indeed many do today. As a consequence, they began to con-

struct, as it were, false knowledge. I argue that the primary 

aim of human judgment is not accuracy but the avoidance of 

paralyzing uncertainty. 

 We have a fundamental need to tell ourselves stories that make 

sense of our lives. We hate uncertainty and . . . fi nd it intolerable. 

 —Lewis Wolpert, Faraday Lecture 

 We’re accustomed to thinking in terms of centralized control, 

clear chains of command, the straightforward logic of cause 

and effect. But in huge, interconnected systems, where every 

player ultimately affects every other, our standard ways of 

thinking fall apart. Simple pictures and verbal arguments are 

too feeble, too myopic. 

 —Steven Strogatz,  Sync  

 Evolution Made Me Do It 

 Most people know that the human brain has a left and a right hemisphere. 
The right hemisphere is superior at performing visual and spatial tasks, and 
the left brain specializes in language, speech, and problem solving.  Right-
brain-dominant people are known for their creativity, while the left brainers 
are the analytical types. 

 34 
 Chasing Laplace’s Demon 
 The Role of Cause and Effect in Markets 

40918-ch34-221-228 r1.indd   22140918-ch34-221-228 r1.indd   221 8/8/07   3:04:15 PM8/8/07   3:04:15 PM



SC IENCE  AND  COMPLEX I T Y  THEORY222

 But the left-brain system does more than just calculate; it is constantly 
working to fi nd relationships between events it encounters in the world. 
Dubbed “the interpreter” by neuroscientist Michael Gazzaniga, the left 
brain tries to tie life together in a coherent story. 1  

 The corpus callosum, a bridge of nerve tissue, connects the left and right 
sides of the brain. To better understand the distinct roles of the two hemi-
spheres, Gazzaniga and his colleague Joseph LeDoux studied patients with 
severed bridges between the left and right brain. The scientists knew that if 
one hemisphere received exclusive information, the information would be 
unavailable to the other side. 

 To test the interaction between hemispheres, Gazzaniga and LeDoux 
crafted a clever experiment. First, through visual cues they secretly instructed 
the right hemisphere to perform an action. The left side could observe the 
action but had no idea why it was going on. Next, the scientists asked the 
split-brain patient to explain why he was acting. Remarkably, the left hemi-
sphere made up explanations for the actions. For example, if the scientists 
instructed the right hemisphere to laugh, the patient’s left hemisphere would 
report that the scientists were funny guys. In LeDoux’s words, “the patient 
was attributing explanations to situations as if he had introspective insight 
into the cause of the behavior when in fact he did not.” 2  The interpreter at 
work. 

 Biologist Lewis Wolpert argues that the concept of cause and effect was 
a fundamental driver of human evolution. It is evolutionarily advantageous 
to understand the potential effects of a cause and the causes of an effect. 
Wolpert suggests that a combination of the concept of cause, language, and 
social interaction drove the increase in size and complexity of the human 
brain. 3  

 So we humans are wired to make links between causes and effects. And 
making up causes for effects is not beyond us. The events with no clear 
causes that baffl ed us for most of human existence—illness, lightning, and 
volcanoes—are things that we now largely understand. Unsurprisingly, our 
ancestors turned to the supernatural to explain these effects. 

 Today, we comprehend many systems but remain vexed by large, inter-
connected systems—often called complex adaptive systems. We can’t under-
stand the global properties and characteristics of a complex adaptive system 
by analyzing the underlying heterogeneous individuals. These systems are 
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not linear or additive; the whole does not equal the sum of the parts. As a 
result, cause and effect defi es any simple explanation. The stock market is a 
perfect example of such a system. 4  

 In investing, our innate desire to connect cause and effect collides with 
the elusiveness of such links. So what do we do? Naturally, we make up 
stories to explain cause and effect. 

 Why should investors care about cause and effect in the market? An 
appreciation of our need for explanation can be an inoculation against 
making mistakes. Investors who insist on understanding the causes for the 
market’s moves risk focusing on faulty causality or inappropriately anchor-
ing on false explanations. Many of the big moves in the market are not easy 
to explain. 

 Laplace’s Demon 

 Two hundred years ago, determinism ruled in science. Inspired by  Newton, 
scientists largely embraced the notion of a clockwork universe. The French 
mathematician Pierre Simon Laplace epitomized this thinking with a 
famous passage from  A Philosophical Essay on Probabilities : 

 An intellect which at any given moment knew all of the forces that animate Nature 

and the mutual positions of the beings that comprise it, if this intellect were vast 

enough to submit its data to analysis, could condense into a single formula the 

movement of the greatest bodies of the universe and that of the lightest atom: 

for such an intellect nothing could be uncertain; and the future just like the past 

would be present before its eyes. 

 Philosophers and scientists now call this “intellect” Laplace’s demon. The 
notion that we can work out the past, present, and future through detailed 
calculations was, and remains, a very alluring concept precisely because it 
plays to our cause-and-effect bias. 

 But complex adaptive systems do not accommodate such simple cal-
culations. We can describe many complex systems as being in the state of 
self-organized criticality. “Self-organized” means that there is no leader. 
The system arises from the interaction of many underlying individuals. 
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 “Criticality” suggests nonlinearity. More specifi cally, the magnitude of a 
perturbation within the system (cause) is not always proportionate to its 
effect. Small perturbations can lead to large outcomes, and vice versa. 

 A sand-pile metaphor conveys this idea. Imagine sprinkling sand onto 
a fl at surface. At fi rst, not much happens, and the sand grains obey the 
basic laws of physics. But once the sand pile builds to a certain height 
and slope, it enters into a self-organized, critical state. A few additional 
grains sprinkled on the pile may lead to a small or a large avalanche. The 
size of the avalanche need not match the amount of sand the researcher 
sprinkles. 

 To make this metaphor more relevant to investors, replace sand grains 
with information. Sometimes a piece of information barely moves the mar-
ket. At other times, seemingly similar information causes a big move.  Models 
of information cascades provide some insight into why this happens. 5  

 Interpreting the Market 

 Human desire to close the cause-and-effect loop combined with stock 
market movements that elude simple explanation can lead to some silly 
after-the-fact narrative. Researchers took the S&P 500 Index’s fi fty biggest 
daily price changes from 1941 through 1987 and examined what the press 
reported as the cause (see exhibit 34.1). They concluded that up to half 
of the variance of stock prices was the result of factors other than news on 
fundamentals. They write: 

 On most of the sizable return days, however, the information the press cites as 

the cause of the market move is not particularly important. Press reports on sub-

sequent days also fail to reveal any convincing accounts of why future profi ts or 

discount rates might have changed. 6  

 I did a similar exercise for the market’s biggest moves from late 2001 
through March 2007 and found similar results (see exhibit 34.2). The press 
sounds a lot like a split-brain patient making up a cause for an effect, and 
we investors lap it up because the link satisfi es a very basic need. 
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EXHIBIT 34.1 Top 30 S&P 500 Index Moves, 1941–1987

Date
Percent 
Change Explanation

10/19/1987 �20.47 Worry over dollar decline and trade defi cit; fear 
of U.S. not supporting dollar

10/21/1987 9.10 Interest rates continue to fall; defi cit talks in 
Washington; bargain hunting

10/26/1987 �8.28 Fear of budget defi cits; margin calls; reaction to 
falling foreign stocks

9/3/1946 �6.73 “No basic reason for the assault on prices”
5/28/1962 �6.68 Kennedy forces rollback of steel price hike
9/26/1955 �6.62 Eisenhower suffers heart attack
6/26/1950 �5.38 Outbreak of Korean War
10/20/1987 5.33 Investors looking for “quality stocks”
9/9/1946 �5.24 Labor unrest in maritime and trucking industries
10/16/1987 �5.16 Fear of trade defi cit; fear of higher interest rates; 

tension with Iran
5/27/1970 5.02 Rumors of change in economic policy. “The stock 

surge happened for no fundamental reason”
9/11/1986 �4.81 Foreign governments refuse to lower  interest rates; 

crackdown on triple witching announced
8/17/1982 4.76 Interest rates decline
5/29/1962 4.65 Optimistic brokerage letters; institutional and 

corporate buying; suggestions of tax cut
11/3/1948 �4.61 Truman defeats Dewey
10/9/1974 4.60 Ford to reduce infl ation and interest rates
2/25/1946 �4.57 Weakness in economic indicators over past week
10/23/1957 4.49 Eisenhower urges confi dence in economy
10/29/1987 4.46 Defi cit-reduction talks begin; durable goods 

orders increase; rallies overseas
11/5/1948 �4.40 Further reaction to Truman victory over Dewey
11/6/1946 �4.31 Profi t taking; Republican victories in elections 

presage defl ation
10/7/1974 4.19 Hopes that President Ford would announce 

strong anti-infl ationary measures
11/30/1987 �4.18 Fear of dollar fall
7/12/1974 4.08 Reduction in new loan demands; lower  infl ation 

previous month
10/15/1946 4.01 Mean prices decontrolled; prospects of other 

decontrols

(Continued )
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EXHIBIT 34.1 Top 30 S&P 500 Index Moves, 1941–1987 (Continued )

Date
Percent 
Change Explanation

10/25/1982 �4.00 Disappointment over Federal Reserve’s  failure to 
cut discount rates

11/26/1963 3.98 Confi dence in Johnson after Kennedy 
 assassination

11/1/1978 3.97 Steps by Carter to strengthen dollar
10/22/1987 �3.92 Iranian attack on Kuwaiti oil terminal; fall in 

markets overseas; analysts predict lower prices
10/29/1974 3.91 Decline in short-term interest rates; ease in 

future monetary policy; lower oil prices

Source: Cutler, Poterba, and Summers, “What Moves Stock Prices?” 8. Reproduced with permission.

 Investor Risks 

 As this discussion illustrates, investors should be wary of explanations for 
market activity. Investors that actively seek explanations for the market’s 
moves risk one of two pitfalls. 

 The fi rst pitfall is confusing correlation for causality. Certain events may 
be correlated to the market’s moves but may not be at all causal. In one 
extreme example, Cal Tech’s David Leinweber found that the single best 
predictor of the S&P 500 Index’s performance was butter production in 
Bangladesh. 7  While no thoughtful investor would use butter production 
for predicting or explaining the market, factors that are economically closer 
to home may also suggest faulty causation. 

 The second pitfall is anchoring. Substantial evidence suggests that people 
anchor on the fi rst number or piece of evidence they hear to explain or describe 
an event. In one example, researchers asked participants to estimate the per-
centage of African countries in the United Nations. But before answering, the 
participants watched the research leader spin a wheel of fortune numbered 
one to one hundred. When the wheel landed on ten, one group of partici-
pants guessed 25 percent. When the wheel landed on sixty-fi ve, another group 
guessed 45 percent. 8  This example may appear frivolous, but investors make 
serious fi nancial decisions under the infl uence of similar anchors. 
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EXHIBIT 34.2  Top 30 S&P 500 Index Moves, September 2001– March 
2007

Date
Percent 
Change Explanation

07/24/2002 5.73 Investment community decides market overdue 
for at least a short-term rally; Congressional 
agreement on corporate-reform law

07/29/2002 5.41 Sense among investors that stocks have fallen too 
far

09/17/2001 �4.92 First day of trading following 9/11
10/15/2002 4.73 Better-than-expected corporate profi ts send stocks 

surging for fourth straight day
09/03/2002 �4.15 Market declines in Europe and Japan and weak 

U.S. and European manufacturing numbers; 
talk of more problems among Japanese banks

08/14/2002 4.00 Money moves from bonds to stocks; relief certifi -
cation deadline passes, and short covering

10/01/2002 4.00 Positive earnings news; Iraq’s agreement to let 
U.N. inspectors return, and strong economic 
news

10/11/2002 3.91 Another surge in Chicago Board Options 
Exchange volatility and short covering

09/24/2001 3.90 Foreign markets (except Japan) report gains; 
clear optimism in insurance and energy sectors; 
reduced fear of terrorism; and short covering

07/19/2002 �3.83 Continuing concern about accounting profi ts
05/08/2002 3.75 A gentle hint from Cisco Systems about a possible 

coming business recovery is enough to spark a 
monster stock rally

07/05/2002 3.67 Short covering
03/17/2003 3.54 News that the White House has dropped its sput-

tering diplomatic efforts and appears to be pre-
paring for war with Iraq

03/24/2003 �3.52 Fears that the war in Iraq could be longer and 
more diffi cult than investors had anticipated

10/10/2002 3.50 Short covering; The Chicago Board Options 
Exchange’s volatility index pushes above fi fty—
refl ects exaggerated level of investor worry

02/27/2007 �3.47 Concern over high Chinese stock valuations and 
decision by People’s Bank of China to drain 
liquidity from banking system cause strong sell 
off in Chinese market; spills over globally

(Continued )
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EXHIBIT 34.2  Top 30 S&P 500 Index Moves, September 2001– March 
2007 (Continued )

Date
Percent 
Change Explanation

03/13/2003 3.45 United States expresses a willingness to delay until 
the following week a vote of using force to dis-
arm Iraq

08/05/2002 �3.43 Weaker-than-expected U.S. employment report
07/10/2002 �3.40 Waning confi dence in the market and in 

corporate integrity
01/02/2003 3.32 Anticipation of increased corporate spending; 

announcement that Bush’s economic stimulus 
package will be released the following week

07/22/2002 �3.29 Bush affi rms support for Treasury Secretary Paul 
O’Neill and takes some potshots at Wall Street

08/08/2002 3.27 Fed schedules monetary-policy meeting; IMF 
$30 billion bailout of Brazil; and Citigroup 
announces a series of corporate-governance 
measures

09/27/2002 �3.23 Lack of consumer confi dence and negative earn-
ings news

09/20/2001 �3.11 Political and economic uncertainty
09/19/2002 �3.01 Bad corporate news and housing construction 

falls for third straight month
08/06/2002 2.99 Anticipation of interest-rate cut
08/01/2002 �2.96 Report shows slowed manufacturing growth; 

unemployment worsening; government revises 
economic growth rates down

01/24/2003 �2.92 North Korea’s nuclear threat; Mideast instabil-
ity; the war against terrorism and rising tensions 
with European allies

06/17/2002 2.87 Bargain hunting in tech sector due to an oversold 
market

01/29/2002 �2.86 Accounting questions surface at more big com-
panies

Source: Wall Street Journal, New York Times, author analysis.

 The stock market is not a good place to satiate the inborn human desire 
to understand cause and effect. Investors should take nonobvious explana-
tions for market movements with a grain of salt. Read the morning paper 
explaining yesterday’s action for entertainment, not education. 
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 In the last few years the concept of  self-organizing systems —of 

complex systems in which randomness and chaos seem spon-

taneously to evolve into unexpected order—has become an 

increasingly infl uential idea that links together researchers in 

many fi elds, from artifi cial intelligence to chemistry, from evo-

lution to geology. For whatever reason, however, this movement 

has so far largely passed economic theory by. It is time to see 

how the new ideas can usefully be applied to that immensely 

complex, but indisputably self-organizing system we call the 

economy. 

 —Paul Krugman,  The Self-Organizing Economy  

 Zipf It 

 Here’s an activity to offset ennui on a rainy afternoon. Take a text—say, 
James Joyce’s  Ulysses —and for all the words plot the rank (from the most 
widely used words to the least-used) and frequency (how often each word 
occurs). 1  If you express this word distribution on a proportional log scale, 
you will fi nd a straight line from the upper left hand of the chart to the bot-
tom right hand of the chart. 2  

 George K. Zipf, a Harvard linguist, noticed this relationship in a number 
of systems in the 1930s and summarized them in his famous book  Human 
Behavior and the Principle of Least Effort . Zipf ’s law, as scientists came to 
call it, is actually only one example among many of a “power law.” To take 
language as an example, a power law implies that you see a few words very 
frequently and many words relatively rarely. 

 35 
 More Power to You 
 Power Laws and What They Mean for Investors 
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 Zipf erroneously argued that his law distinguished the social sciences from 
the physical sciences. Since his work, scientists have discovered power laws in 
many areas, including physical and biological systems. For example, scien-
tists use power laws to explain relationships between the mass and metabolic 
rates of animals, frequency and magnitude of earthquakes (the Gutenberg-
Richter law), and frequency and size of avalanches. Power laws are also very 
prominent in social systems, including income distribution (Pareto’s law), 
city size, Internet traffi c, company size, and changes in stock price. Many 
people recognize power laws through the more colloquial “80/20 rule.”   3  

 Why should investors care about power laws? First, the existence of 
power law distributions can help reorient our understanding of risk. Most 
of fi nance theory—including models of risk—is based on the idea of nor-
mal or lognormal distributions of stock price changes. A power law distri-
bution suggests periodic, albeit infrequent price movements that are much 
larger than the theory predicts. This fat-tail phenomenon is important for 
portfolio construction and leverage. 

 Second, the existence of power laws suggests some underlying order in 
self-organizing systems. Even though scientists haven’t fully explained the 
mechanisms that lead to power laws in social systems, we have enough evi-
dence that power laws  exist  to make some structural predictions about what 
certain systems will look like in the future. 

 Finally, standard economic theory does not easily explain these power 
laws. For example, neoclassical economics focuses on equilibrium out-
comes and assumes that individuals are fully informed, rational, and that 
they interact with one another indirectly (through markets). In the real 
world, people are adaptive, are not fully informed, and deal directly with 
one another. So ideally we should seek to explain the empirical fi ndings 
with an approach that fi ts how people really act. 4  

 The More Things Change . . . 

 Zipf specifi ed a very simple equation to express his law: 

 Rank � Size � Constant 

 This equation says that the quantity under study is inversely proportional to 
the rank. Given Zipf ’s equation, we can obtain a sequence by multiplying 
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the constant by 1, 1/2, 1/3, 1/4, etc. Take the case of city-size distributions 
in Spain. If the largest city, Madrid, has 3 million inhabitants, the second-
largest city, Barcelona, has one-half as many, the third-largest city, Valencia, 
one-third as many, and so forth. Zipf ’s law does describe some systems well, 
but is too narrow to describe the variety of systems that exhibit power laws. 

 The brilliant polymath Benoit Mandelbrot showed that two modifi ca-
tions to Zipf ’s law make it possible to obtain a more general power law. 5  
The fi rst modifi cation is to add a constant to the rank. This changes the 
sequence to 1/(1 � constant), 1/(2 � constant), 1/(3 � constant), etc. 

 The second modifi cation is to add a constant to the power of 1 in the 
denominator. This yields 1/(1 � constant) 1 �  constant , 1/(2 � constant) 1 � constant , 
etc. The modifi ed power can be a whole number or an intermediate value 
(e.g., 1/(1 � constant) 3/4 ). Zipf ’s law is the special case where both constants 
are set to zero. 

 Even with the introduction of these two parameters, the generalization 
from Zipf ’s law to a broader set of power laws remains very simple. That 
such an elementary equation describes such diverse phenomena certainly 
evokes wonder, especially since we have no unifi ed explanation for how 
these power laws come about. 

 One of the interesting features of power laws in social systems is their 
robustness. For example, exhibit 35.1 shows the plot for the rank and size 
in U.S. cities from 1790 to 1990. Notwithstanding population growth 
and substantial geographic shifts, the relationship between rank and size 
remained remarkably consistent for 200 years. 

 Another example, and more directly applicable for investors, is company 
size. Exhibit 35.2 shows that the relationship between sales and frequency 
for U.S. companies in 1997 follows Zipf ’s law. Economist Rob Axtell cre-
ated this chart based on U.S. Census Bureau data, which were not available 
until early 2001, based on 5.5 million fi rms and more than 100 million 
employees. 

 Axtell notes that the distribution of fi rm sizes is insensitive to changes in 
political and regulatory environments, waves of mergers and acquisitions, 
new fi rm and bankruptcy trends, and even large-scale demographic transi-
tions within the workforce (e.g., women entering the U.S. workforce). 6  The 
implication is that there are important underlying mechanisms that create 
the order we see. 
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 No one completely understands the mechanisms that yield power laws, 
but there are a number of models or processes that generate them. 7  Per-
haps the best known is “self-organized criticality”—a model popularized by 
theoretical physicist Per Bak.   Bak suggests a scene where a child is at a beach 
letting sand trickle down into a pile. At fi rst the pile is relatively fl at and the 
grains remain close to where they fall. Once the pile becomes steeper, addi-
tional grains will periodically trigger a little sand slide. A while longer and 
the sand slides will be as big as the pile itself. The system is in a “critical” 
state—between steady state and randomness. Once the pile is in a critical 
state, additional grains produce sand slides of varying magnitudes and the 
sizes of the sand slides follow a power law. 8  

EXHIBIT 35.1 Rank and Size of U.S. Cities, 1790–1990

Source: Batten, Discovering Artifi cial Economics, 165.  Reproduced by permission of 
Westview Press, a member of Perseus Books, L.L.C.
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 There are aspects of the sand-pile metaphor that are useful for think-
ing about social systems. For one, the economic systems are clearly self-
organizing. That is, most companies, cities, and countries are the result of 
interactions among individuals, not of central planning. Also, there is a 
sense of a critical state. In a physical system, a critical point is one where a 
small change produces a phase transition—for example, water freezes as the 
temperature drops below zero degrees centigrade. Economists do not defi ne 
critical points as clearly for economic systems, but we do know that indi-
viduals neither stay at the same company forever (steady state) nor haphaz-
ardly jump from company to company (randomness). Axtell has captured 
these features through an agent-based model to explain fi rm and city sizes. 
His model yields results that are consistent with the empirical data. 9  

 Catch the Power 

 There are a number of ways that an understanding of power laws helps 
investors. The fi rst way builds off Axtell’s work on company size. Given 

 EXHIBIT 35.2   Sales and Cumulative Probability for U.S. Firms, 1997 

  Source : Axtell, “Zipf Distributions of U.S. Firm Sizes,” 1819. Reproduced with permission. 
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the evidence that power law distributions are robust over time, we have a 
good sense of what the distribution will look like in the future even though 
we have no idea where individual companies will fall within it.10 But given 
reasonable assumptions for economic growth and infl ation, we can derive a 
good estimate of the probabilities of companies being of a particular size. 

 We know ahead of time, for example, that a miniscule percentage of 
companies will be very large (e.g., > $200 billion sales). We can look at the 
imputed growth rates of large companies today and discern how many of 
them are projected, based on expected growth, to be very large. If the group 
projected to be very large vastly exceeds the percentage that will be large, we 
know there is the likelihood of substantial downward expectation revision. 

 Another way investors can use power laws is to understand the topology 
of the Internet. A classic example of a self-organizing network, the Internet 
has spawned a host of power law relationships—including the number of 
links per site, the number of pages per site, and the popularity of sites. 
These power laws suggest uneven benefi ts for companies that make heavy 
use of the Web. 11    The development of the Web may be instructive for the 
organization of future networks. 

 Power laws represent a number of social, biological, and physical systems 
with fascinating accuracy. Further, many of the areas where power laws exist 
intersect directly with the interests of investors. An appreciation of power 
laws may provide astute investors with a useful differential insight into the 
investment process.   
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 Growth is important because companies create shareholder 

value through profi table growth. Yet there is powerful evidence 

that once a company’s core business has matured, the pursuit 

of new platforms for growth entails daunting risk. Roughly 

one company in ten is able to sustain the kind of growth that 

translates into an above-average increase in shareholder returns 

over more than a few years. . . . Consequently, most executives 

are in a no-win situation: equity markets demand that they 

grow, but it’s hard to know how to grow. 

 —Clayton M. Christensen and Michael E. Raynor, 

 The Innovator’s Solution  

 Analysts and investors seem to believe that many fi rms’ earn-

ings can consistently grow at high rates for quite a few years. 

The evidence suggests instead that the number of such occur-

rences is not much different from what might be expected 

from sheer chance. 

 —Louis K. C. Chan, Jason Karceski, and Josef Lakonishok, 

“The Level and Persistence of Growth Rates” 

 Why Big Fierce Animals Are Rare 

 On the surface, the size and frequency distribution for species, cities, and 
company sizes may not seem like they would have a lot in common. Yet 
each follows a power law, which looks like a straight line when plotted on a 
log-log scale. Power laws indicate that there are lots of small occurrences and 

 36 
 The Pyramid of Numbers 
 Firm Size, Growth Rates, and Valuation 
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EXHIBIT 36.1 Distribution for Species, City, and Company Sizes

very few large ones. 1  In nature, there are lots of ants—the combined weight 
of ants is larger than the combined weight of humans—but very few ele-
phants. Similarly, we have many small companies and a modest number of 
huge ones. Exhibit 36.1 shows examples of these distributions side by side. 

 Take species for a moment. Why are large carnivorous animals, like 
tigers, relatively rare, while small animals, like termites, are so abundant? 
Ecologists answer by pointing out that all animals have a niche—not just a 
physical location, but a real place in the grand scheme of things. A species 
must not only survive in its home; it must successfully interact with the 
other plant and animal species that share that home. 

 The niche idea, though, still doesn’t explain why the distribution of 
species looks the way it does. That insight came from Oxford’s Charles 
Elton, who noted that larger animals need smaller animals to sustain them. 
(Animals rarely prey on larger animals.) So, Elton reasoned, with every 
increment in body size, there should be an associated loss in numbers. He 
called this fact of life the “Pyramid of Numbers.” Big fi erce animals are 
rare because they have fewer sources of energy than smaller animals. 2  The 
species power law distribution is a natural outcome of interacting animals 
constrained by the laws of physics. 3  

 What does this have to do with the stock market? Investors should pay 
attention to these distributions for three reasons. First, companies, like spe-
cies, fi t into niches. Thinking about these niches and how they change can 
provide some insight into a company’s growth potential. 

Source: Marquet et al., “Lifespan, Reproduction, and Ecology”; van Marrewijk, “International Trade and the World 
Economy,” http://www.few.eur.nl/few/people/vanmarrewijk/international/zipf.htm; Axtell, “Zipf Distributions,” 
1819. Reproduced with permission.
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 Second, a strong body of evidence shows that the variance of growth 
rates is smaller for large fi rms than for small fi rms (even though the median 
growth rate is fairly stable across the population). Further, growth for large 
companies often stalls, leading to marked share-price underperformance as 
investors recalibrate their expectations. 

 Finally, investors often extrapolate past growth rates into the future, lead-
ing to disappointing shareholder returns for companies that cannot meet 
those expectations. Investors who are aware of patterns of growth may be 
able to avoid unfavorable expectations gaps. 

 Find Your Niche 

 The idea that companies fi nd niches is certainly not new. For example, 
many aspects of competitive-strategy literature in general, and game the-
ory in particular, address how and why companies should seek profi table 
niches. The main message here is that environments, and hence niches, 
change over time as the result of technological developments, regulatory 
shifts, and industry entry and exit. 

 Think of mini-mills versus integrated steel companies, or Internet-based 
retailers compared to brick-and-mortar competitors. New niches open, and 
new companies exploit them. A company’s ability to adapt to a changing envi-
ronment is critical—and the number of companies that can do so is small. 

 As a result, optimal fi rm size may not be fi xed for a particular industry, 
and comparing the valuations of companies with different economic mod-
els doesn’t make sense. 

 Dear CEO: We’ve Made It to the Fortune 50! You’re Fired 

 Studies of fi rm size distributions and growth rates reveal four stylized facts: 

 1.  Firm-size distributions follow Zipf ’s law  (a specifi c class of power law). 4  

What is crucial for investors is that this distribution is very robust in the face 

of signifi cant economic change. This means that the proportion of very large 

companies to smaller companies is unlikely to vary much in the future. 
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 2.  Variances of fi rm-growth rates decrease with size . 5  My analysis suggests that 

median growth rates are stable across a large sample of U.S. public companies 

(sales of $100 million or more) but that the variance in growth narrows sub-

stantially (see exhibit 36.2). On one level, this observation is common sense—

large companies represent a substantial percentage of the GDP, so it’s unlikely 

that they will outstrip it to any meaningful degree. (The Fortune 50 represent 

about 35 percent of the GDP.) Yet companies that launch into the Fortune 

50 are often those that have realized strong past growth, setting up a potential 

 investor-expectations mismatch. 

 This empirical fi nding is consistent with stochastic models similar to Gibrat’s 

law. This law, also known as the law of proportionate effect, says that a fi rm’s 

growth rate is independent of its size. With some modifi cations, applying 

Gibrat’s law to a sample of companies generates a Zipf distribution. Classical 

microeconomics has no satisfactory models to explain these fi ndings. 6  

EXHIBIT 36.2  Shrinking Variance of Sales Growth in Relation to 
Sales Base

Source: FactSet, author analysis.
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 3.  The growth for large companies often stalls . This was the conclusion of a detailed 

study by the Corporate Strategy Board. 7  The research argued that once companies 

reach a suffi cient sales level, they see their growth rate stall. That stall level has risen 

over the decades but looked to be in the $20 to $30 billion area in the late 1990s. 

 Exhibit 36.3 shows the average annual growth rate for companies entering into 

the Fortune 50 (a ranking based on sales). The data show that companies often 

enjoy strong growth rates before making the top fi fty but tend to have rather 

anemic growth once they attain that group. The high growth rate in the fi rst year 

suggests that acquisitions catapult many companies into the Fortune 50. 

 4.  Most industries follow an identifi able life cycle . 8  Early on, an industry tends 

to see substantial growth and entry, then meaningful exit and high economic 

returns (for the survivors), followed by gradual growth deceleration. In mature 

stages, companies have muted growth and economic returns close to competi-

tive equilibrium. Large companies tend to be mature companies. 

EXHIBIT 36.3  Average Annual Growth Rate for Companies Entering 
the Fortune 50

Source: Reprinted with permission from Corporate Strategy Board, “Stall Points,” 15. Copyright 
1998 AAAS.
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 Advising companies what to do in the face of slowing growth is an 
industry in and of itself. It is true that large companies have a diffi cult 
time innovating as successfully as smaller companies for a host of reasons. 
I enthusiastically recommend a book by Clayton Christensen and Michael 
Raynor,  The Innovator’s Solution , which provides managers with a useful 
innovation framework. But the truth is that not all companies can grow 
rapidly forever. 

 Extrapolative Expectations 

 A review of the evidence on fi rm size and growth rates suggests that investors 
should temper their growth expectations as companies get larger. But the 
reality is that investors tend to extrapolate from the recent past and hence 
miss declining growth rates. According to Chan, Karceski, and Lakonishok: 

 Market valuation ratios have little ability to sort out fi rms with high future growth 

from fi rms with low growth. Instead, in line with the extrapolative expectations 

hypothesis, investors tend to key on past growth. Firms that have achieved high 

growth in the past fetch high valuations, while fi rms with low past growth are 

penalized with poor valuations. 9  

 Data from the Corporate Strategy Board support this point. Its mul-
tidecade study shows that roughly two-thirds of the companies that hit 

EXHIBIT 36.4 Total Shareholder Return—Largest 50 Versus S&P 500

Note: Through 3/30/07.
Source: FactSet, Ibbotson, author analysis.
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EXHIBIT 36.5  Large Companies: Present Value of Cash Flows from 
Existing Assets Versus Future Investments

Company 
Symbol Company

Market Cap 
in $ Millions

PV of CF from 
Existing Assets

NPV of CF 
from Future 
Investment

XOM Exxon 
Mobil Corp.

429,567 92  8

GE General 
Electric Co.

363,611 67 33

MSFT Microsoft Corp. 272,912 47 53
C Citigroup Inc. 254,030 75 25
T AT&T Inc. 246,207 98  2
BAC Bank of America 

Corp.
227,499 64 36

PG Procter & Gamble 
Co.

199,294 51 49

WMT Wal-Mart Stores Inc. 193,643 69 31
MO Altria Group Inc. 184,396 57 43
PFE Pfi zer Inc. 178,761 80 20
AIG American Inter-

national Group 
Inc.

174,878 54 46

JNJ Johnson & Johnson 174,451 49 51
BRK.A Berkshire Hathaway 

Inc.
168,151 68 32

JPM JPMorgan Chase & 
Co.

168,041 68 32

CVX Chevron Corp. 159,408 91  9
CSCO Cisco Systems Inc. 154,202 96  4
GOOG Google Inc. 142,468 48 52
IBM International Busi-

ness Machines 
Corp.

141,911 80 20

WFC Wells Fargo & Co. 116,026 62 38
COP ConocoPhillips 112,374 86 14

Average $203,091 70% 30%

Note: As of April 2007.
Source: FactSet, HOLT.
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the stall point lose 50 percent or more of their market value (relative to 
the Dow Jones Industrial Average) within a decade. Ninety-fi ve percent 
underperform the DJIA by 25 percent or more. 

 I asked a similar, simple question: How would an equal-weighted portfolio 
of the largest fi fty companies in market capitalization, purchased at year end, 
fare versus the S&P 500 in the subsequent one-, three-, and fi ve-year periods? 
I ran the numbers from 1980 through 2006 and found that for each holding 
period, the S&P 500 outperformed the large cap portfolio (see exhibit 36.4). 
Again, it’s hard for the largest companies to meaningfully outperform the 
market because they are such a large percentage of the market. 10  

 Another way to look at expectations is to break down the percentage of 
shareholder value that comes from assets in place versus the value attribut-
able to future investments. In early 2007, 30 percent of the value of the 
twenty largest U.S. companies was expected to come in the future (see 
exhibit 36.5). 11  

 Economies and markets are certainly vibrant. But underneath the con-
stant change lurk robust patterns of growth and fi rm-size distributions. 
Mindful investors should take these patterns into account as they assess the 
growth prospects of companies—especially large ones.       
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The conviction that the party is far from over is part of the 

reason . . . technology stocks soar ever higher. “I don’t think 

anything could shake my confi dence in this market,” Mr. Allen 

says. Mr. O’Keefe adds: “Even if we do go down 30%, we’ll 

just come right back.”

“There was that bad stretch a little while back,” he says. “Guys 

called me up and said, ‘What do I do?’ I told them, ‘Buy 

more.’ ”

—“Tech-Stock Chit-Chat Enriches Many Cape Cod Locals”

The Wall Street Journal, March 13, 2000

“All they ever say is, ‘Buy, buy, buy,’ all the way down from 

$100 a share to bankruptcy,” the burly 63-year-old barber 

said . . . Now, they give a stock tip and I stay as far away from 

it as I can. Nobody trusts anyone any more.”

Indeed, while mostly avoiding investments in more stocks, 

Mr. Flynn has been driving to a casino in nearby Connecticut 

every Monday to play blackjack and poker. “I do better there 

than I do in the market,” notes Mr. Flynn.

—“At Cape Cod Barber Shop, Slumping Stocks Clip Buzz,”

The Wall Street Journal, July 8, 2002

Hush Puppies and Dogs of the Dow

Sales of Hush Puppies, the nerdish suede shoes with crepe soles, hovered 
around 30,000 pairs in 1994. Indeed, the manufacturer of the once-popular 

37
Turn Tale
Exploring the Market’s Mood Swings
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shoes was considering phasing them out. But then, something remarkable 
happened: Hush Puppies suddenly became hip in downtown Manhattan. 
Sales of classic Hush Puppies reached 430,000 pairs in 1995 and over 1.7 
million in 1996. Within a couple of years, Hush Puppies shook off their 
label as the dog of the footwear world and became a must-have item for the 
fashion cognoscenti.1

What does the story about Hush Puppies have to do with the stock mar-
ket? In both cases, sentiment is a critical determinant of performance. The 
mechanism that made Hush Puppies hot is the same as what causes inves-
tors to go back and forth from extreme optimism to extreme pessimism.

I extracted the above quotations from two articles in The Wall Street 
Journal about a small-town barber, written less than two-and-one-half years 
apart. In the fi rst article, the barber’s faith in the market is unshakeable—
his portfolio is approaching seven fi gures, he’s doling out advice, and he’s 
contemplating early retirement. In the second article, he’s lost all faith in 
the stock market and investment professionals, and prefers casino gambling 
over investing. The barber’s swing from manic to depressed resonates with 
us precisely because it refl ects the change in sentiment among many invest-
ment professionals—those who are supposed to know better.

Ah Choo

If you want to understand how broadscale sentiment shifts occur, you can start 
by thinking about the fl u—well, actually, how the fl u spreads. There are two 
key dimensions, both intuitive. The fi rst is the degree of contagiousness—how 
easily an idea spreads. The second is the degree of interaction—how much 
people bump into one another. If the fl u is very contagious but carriers don’t 
interact with others, it will not take off. If there’s a lot of interaction but the 
fl u strand is not contagious, it will not take off. But combine interaction with 
contagiousness and you’ve got an epidemic.2

As it turns out, the graphs of idea and disease propagation look the same. 
They both follow an S-curve (see exhibit 37.1). Not surprisingly, our bio-
logical analogy points to business world parallels. We can understand sus-
ceptibility, or contagiousness, as adoption thresholds. And we can model 
the degree of interaction with a “small-world” framework.
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Ben Graham once said, “In the stock market, value standards don’t deter-
mine prices; prices determine value standards.”3 Individuals don’t construct 
value standards based on intrinsic principles but rather are infl uenced by 
what other people do. Stock prices refl ect the collective actions of others. 
But we all don’t have equal potential to be infl uenced. We all have what’s 
called an adoption threshold, which is defi ned by how many other people 
must engage in an activity before we join in. Market extremes push the sen-
timent beyond the adoption threshold of nearly all investors. Such extremes 
can create, by defi nition, the conditions for a sentiment reversal.

Also, we interact more than ever. Scientists have made signifi cant strides 
in understanding the small-world effect—colloquially known as six degrees 
of separation—in recent years.4 One of the central ideas in the small-
world model is clustering, or the degree to which connections to one node 
 connect to another. For example, clustering expresses the likelihood that 
your friends are likely to know one another.

When modeling these networks, researchers discovered that just a few 
random links between local, clustered networks dramatically reduce the 
degrees of separation. Because of our modern, low-cost communications 
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 EXHIBIT 37.1   Disease Propagation 

Source: Mark E. Newman and Duncan J. Watts, Scaling and Per-
colation in Small World Networks.
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network, ideas can cascade through social clusters faster than ever. The mass 
media further reinforce our interconnectedness.

This biological analogy reveals that almost all investors succumb to 
strong sentiment—either bullish or bearish—sooner or later. Further, inter-
action is almost assured because of our ability to communicate. Sentiment 
swings are age old and there are no modern inoculations.

Economists, Meet Mr. Market

Economists have long understood the role of expectations in shaping eco-
nomic outcomes, including the performance of the stock market and the 
robustness of capital spending. Yet most economic models presume rational 
agents, a convenient modeling assumption that also happens to be safely 
removed from reality. An agent-based model of markets not only offers 
results consistent with the empirical facts but also accommodates periodic 
deviations between price and value.5

Practitioners spanning the centuries have documented the role of senti-
ment in investing and speculation.6 Perhaps the best way to think about sen-
timent is Ben Graham’s Mr. Market metaphor. Graham suggested imagining 
market quotes coming from an accommodating fellow named Mr. Market, 
who never fails to show up and offer you a price to either buy or sell your 
interest in a business.

Warren Buffett describes Mr. Market’s most important characteristic:

Even though the business that the two of you own may have economic characteris-

tics that are stable, Mr. Market’s quotations will be anything but. For, sad to say, the 

poor fellow has incurable emotional problems. At times he feels euphoric and can 

only see the favorable factors favoring the business. When in that mood, he names 

a very high buy-sell price because he fears you will snap up his interest and rob him 

of imminent gains. At other times he is depressed and can see nothing but trouble 

ahead for both the business and the world. On these occasions he will name a very 

low price, since he is terrifi ed that you will unload your interest on him. 7

Buffett underscores that since Mr. Market does not mind if you ignore 
him, you should never fall under his infl uence. The message is that price and 

40918-ch37-243-248 r1.indd   24640918-ch37-243-248 r1.indd   246 8/7/07   2:09:41 PM8/7/07   2:09:41 PM



TURN  TALE 247

value may diverge from one another, but investors who focus too much on 
price may have an emotionally diffi cult time distinguishing between the two.

No Progress in Human Nature

In a lecture delivered in the mid-1940s, Ben Graham noted that while there 
had been many advances in the art of security analysis up to that date, 
in one “important respect” there was practically no progress at all: human 
nature. There is little in today’s dismal market performance, swings in sen-
timent, and anxieties that is new. The small-town barber’s fear and greed 
are symbolic of those investors who preceded him as well as those who are 
sure to follow.

The central role of sentiment comes through loud and clear in the fi rst 
edition of Graham and Dodd’s Security Analysis, written over seventy years 
ago. Here’s what they said about the prevailing investor psychology in the 
late 1920s:

The “new-era” doctrine—that “good” stocks (or “blue chips”) were sound invest-

ments regardless of how high the price paid for them—was at bottom only a 

means of rationalizing under the title of “investment” the well-nigh universal 

capitulation to the gambling fever. We suggest that this psychological phenom-

enon is closely related to the dominant importance assumed in recent years by 

intangible factors of value, viz., good-will, management, expected earning power, 

etc. Such value factors, while undoubtedly real, are not susceptible to mathemati-

cal calculation; hence the standards by which they are measured are to a great 

extent arbitrary and can suffer from the widest variations in accordance with the 

prevalent psychology.8

Investors must bear in mind, too, that all sentiment extremes eventually 
pass, as Graham and Dodd remind us:

But if past experience is any guide, the current critical attitude of the investor is 

not likely to persist; and in the next period of prosperity and plethora of funds 

for security purchases, the public will once again exhibit its ingrained tendency to 

forgive, and particularly to forget, the sins committed against it in the past.
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Maintain Perspective

The stock market, like the bond market, is a discounting machine. This 
means investors should expect a mid- to high-single-digit nominal return 
over time under normal conditions. Sentiment swings, extreme opti-
mism or pessimism, can distort these expected returns. (When investors 
expect returns to be highest is when they’re likely to be the lowest, and vice 
versa.)

In diffi cult markets such as we had in the early 2000s, investors are well 
served to try to maintain perspective and avoid groupthink.9 In particular, 
refl ecting on history and carefully considering multiple scenarios can be 
helpful to provide necessary calibration. Buffett, with an emphasis on how 
easy it is to get swept up in emotion and a dismissal of overly quantitative 
approaches, comments:

[A]n investor will succeed by coupling good business judgment with an ability to 

insulate his thoughts and behavior from the supercontagious emotions that swirl 

about in the marketplace.  
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Nature uses only the longest threads to weave her pattern, so 

each small piece of the fabric reveals the organization of the 

entire tapestry.

—Richard P. Feynman

I Could Do That

Life magazine created a stir in the late 1940s when it openly questioned 
whether Jackson Pollock (1912–1956) was “the greatest living painter in 
the United States.” Pollock wasn’t a standard paint-and-palette guy—he 
created his abstract art by dripping paint onto huge canvases. While some 
of his pieces sold for millions, one skeptic suggested his art is like “a mop 
of tangled hair I have an irresistible urge to comb out.”1 Some critics derid-
ingly implied that they could recreate Pollock’s work by randomly splashing 
paint on a surface.2 Exhibit 38.1 shows a Pollock painting from the late 
1940s.

Still, Pollock’s work has draw. In an effort to understand the aesthetic 
appeal of Pollock’s paintings, physicist Richard Taylor turned to the world 
of mathematics. He found that Pollock’s paintings, while seemingly hap-
hazard, exhibit pleasing fractal patterns. A fractal is “a geometric shape that 
can be separated into parts, each of which is a reduced-scale version of the 
whole.”3 In spite of the skeptical sneers, Taylor showed that fractal patterns 
are by no means an inevitable consequence of dripping paint.

Fractals are ubiquitous in nature—trees, clouds, and coastlines are but a 
few examples—and as a result are visually familiar to humans.4 One critical 
feature of a fractal pattern is its fractal dimension—or degree of complexity 

38
Stairway to Shareholder Heaven
Exploring Self-Affi nity in Return on Investment
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(a line has a fractal dimension of 1.0, while a fi lled space has a dimension 
of 2.0). Taylor and his collaborators found that humans have a preference 
for fractals with dimensions between 1.3 and 1.5, whether those fractals are 
natural or human-made. Many of Pollock’s paintings fall within, or near, 
this range. As a consequence, scientists can quickly distinguish between a 
Pollock and non-Pollock.5

Because fractals are so common in nature, scientists often associate them 
with self-organized systems. Since economics deals largely with these types 
of systems, we might expect to see fractals in economic systems as well. And 
indeed, we do.

Just as we have to analyze a Pollock painting or a coastline to appreciate 
the underlying fractal pattern, we must take a fresh look at economic sys-
tems as well. Order is often hidden.6

Stairway to Shareholder Heaven

Self-affi nity, or the resemblance of the parts to the whole, is another cru-
cial feature of a fractal. Think of a caulifl ower. The whole caulifl ower, a 
large bump, and a small bump all visually resemble one another. Stock 
price changes are also fractal: after some adjustments, the data look the 

 EXHIBIT 38.1   Jackson Pollock, Number 8, 1949.   Source : Collection Neuberger 
Museum of Art, Purchase College, State University of New York, gift of Roy R. Neuberger. Photo 
by Jim Frank.
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same whether you look at month-to-month, week-to-week, or day-to-day 
changes.7

Analysis shows that distributions of the spread between returns on 
investment and cost of capital show self-affi nity across fi ve levels: country, 
industry, company, fi rm, and division. The best way to assess this point is 
through visual inspection (see exhibit 38.2). Across all levels, we tend to see 
the same pattern of value creation, value neutrality, and value destruction. 
To be sure, some of the distributions skew toward value creation and others 
toward value destruction, but both sides of the spectrum are consistently 
represented.

While I show only one industry (diversifi ed chemicals), we can look at 
any industry and see a similar array of value performance. Ditto for an indi-
vidual company. So there is nothing unique about the country, industry, 
company, division, or business line we selected (besides availability of the 
data).

Making the Art Less Abstract

The usefulness of this observation may appear, on the surface, as abstract 
as a Pollock painting. But I believe these distributions present at least fi ve 
concrete implications for investors:

1. Consider why returns are less than the cost of capital. Generating poor 

returns is clearly not desirable, but it is important to consider why the returns 

are low. For example, a company that is early in its life cycle may have depressed 

returns because it is investing heavily, but its economic future may be bright. 

Current weak returns may belie a strong outlook.

In contrast, a mature company may have poor returns because competitive 

forces have wrung out all the attractive opportunities, and the industry may be 

plagued with excess capacity.

Companies also invest in new businesses where they have little chance of 

gaining a competitive advantage. So some insight into the nature of poor returns 

is very useful.

2. Look for changes in returns (both positive and negative) not anticipated by the 

market. Empirical evidence shows that changes in returns are strongly  correlated 
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EXHIBIT 38.2 Self- Similarity of ROI on Multiple Levels

Note: CFROI, Cash fl ow return on investment. Source: HOLT.
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to stock price changes. Companies with the greatest return improvement, on 

average, tend to signifi cantly outperform the companies with the largest return 

degradation. These data suggest that the market does not fully anticipate the 

full degree of return changes.8

Investors should carefully gauge market expectations and try to determine 

whether or not those expectations are likely to change. Many investment pro-

cesses fail to properly measure and consider market expectations.9

3. Judge the likely longevity of excess returns. Reversion to the mean is a power-

ful force with company-level returns. High-return businesses face competition 

that drives down their returns, and capital tends to fl ee low-return businesses, 

allowing returns to drift up. Discerning how long it is likely to take for excess 

returns to be competed away is essential.10

The stock market tends to equilibrate shareholder returns via valuation 

(allowing for risk differences). High-return businesses receive high price-to-

book ratios, and low-return businesses garner low ratios. For this reason, good 

companies are not always good stocks.

4. Strategy matters. From a company’s perspective, strategy is about pursu-

ing a set of activities that allow it to generate returns above the cost of capital. 

Successful strategies typically put a company in a unique position, with either a 

differentiated offering or a low production cost. Strategy is about trade-offs—

deciding what to do and what not to do.

One noteworthy fi nding of this work is that even the worst industries include 

value-creating companies, and the best industries, value-destroying companies. 

This evidence strongly suggests that competitive strategy matters. A thorough 

strategy assessment should be integral to a long-term investor’s process.11

How does management allocate its time? Since exceptional, talented managers 

are so rare, investors must determine how a company allocates its managerial 

talent. Often, companies assign their best managers to turn around or fi x ailing 

businesses, instead of letting them drive value at the strongest divisions. For 

this reason, investors should try to understand the value breakdown of various 

businesses (which may be in stark contrast to sales or operating income con-

tributions) and judge whether or not the company is intelligently allocating 

managerial resources.
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Order and Disorder

Better data and computational tools are allowing researchers to see order in 
systems previously perceived to be disorderly or random. I suspect that the 
self-affi nity evident in return spreads is symptomatic of the self-organizing 
properties of global business. While this general observation is intellectually 
exciting, it also has practical, investment-related relevance. And you don’t 
have to be a Jackson Pollock fan to see it.           
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 Since 1993, I have taught a course called Security Analysis at Columbia 
 Business School. As you would expect, the course covers basic investing issues 
like valuation, fi nancial-statement analysis, and competitive-strategy frame-
works. However, in the fi rst class of the semester every year I sound a warning 
for the students: this class will raise a lot more questions than it will answer. 

 For example, we don’t really know how markets aggregate information 
and what that means for stock price effi ciency. Our concept of risk remains 
incomplete, although we do know that the standard measure of risk is 
wrong. Most competitive strategy frameworks don’t tell you what strategy is 
likely to succeed or fail under varying circumstances. And for sure, we still 
have lots to learn about how our brains work. 

 This long list of unanswered questions makes investing both exciting 
and frustrating. Exciting because we can expect to gain knowledge and 
improve our understanding in the years to come. Frustrating because we 
still understand so little, and the market consistently confounds even its 
smartest participants. 

 I fi rmly believe that consilience among disciplines will play a crucial role 
in advancing our investing knowledge. Financial economists often greet the 
investment-related work of physicists, psychologists, and sociologists with 
skepticism. No doubt, the lack of economic training can put these other sci-
entists at a disadvantage. But ultimately, the insights that researchers gather 
from cross-disciplinary collaboration will provide the deepest insights—
maybe even answers—into the workings of companies and markets. 

 Here are some quick thoughts about where a multidisciplinary approach 
might help our investing knowledge: 

  •  Decision making and neuroscience . Throughout this book, I refer to Daniel 

Kahneman and Amos Tversky’s prospect theory, which describes how people 

 Conclusion 
 The Future of Consilience in Investing 
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systematically make decisions that deviate from the theoretical ideal. Prospect 

theory catalyzed the fi eld of behavioral fi nance, dedicated to the study of cog-

nitive errors and decision-making biases in business and investing settings. 

    Though it represents a huge leap forward, prospect theory still fails to 

reveal why people make the decisions they do. Advances in neuroscience now 

allow researchers to peer into the brains of subjects, providing the fi rst tanta-

lizing glimpses of what’s actually going on as people decide. Economist Colin 

Camerer likens the plunge into neuroscience to the fi rst family on the block 

to have a television in the 1950s: the picture may be fuzzy and you may need 

to tweak the rabbit ears, but the new images and insights are exhilarating. The 

pictures will only get better with time. 

  •  Statistical properties of markets — from description to prediction?  When describ-

ing markets, fi nancial economists generally assume a defi nable tradeoff 

between risk and reward. Unfortunately, the empirical record defi es a simple 

risk-reward relationship. As Benoit Mandelbrot has argued, failure to explain 

is caused by failure to describe. 

    Starting in earnest with Mandelbrot’s work in fi nance in the early 1960s, 

statistical studies have shown that stock price changes are not distributed along 

a bell-shaped curve but rather follow a power law.   1  Practitioners acknowl-

edged this fact long ago and have modifi ed their models—even if through 

intuition—to accommodate this reality. Yet even if we can properly describe 

and categorize the market’s statistical features, the challenge to fi gure out cause 

and effect remains. 

  •   Agent-based models.  Most economic models gloss over individual differences 

and simply assume average individuals. An agent-based model confers limited 

but varied abilities on individual agents, and lets them loose  in silico . These 

models show that individual differences are important in market outcomes 

and that feedback mechanisms are rampant. For example, people often make 

decisions based on what other people decide. These simple models may dra-

matically improve on our intuition about why markets behave the way they 

do and eventually may lead to useful predictions. 

  •  Network theory and information fl ows . Stanley Milgram is best remembered for 

his 1960s idea of six degrees of separation—you can connect any two peo-

ple in the world through fi ve intermediaries. The problem is that Milgram’s 

research was shoddy at best. For decades, the six-degrees notion was popular 

but not proven. 
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    In the late 1990s, a new generation of scientists addressed the problem 

using much more sophisticated analytical tools, including computers. They 

not only rigorously showed the validity of the six-degrees concept, they 

described the key features of network structure. 2  

    Our improved understanding of networks has clearly been a multidisci-

plinary effort, with liberal exchange between the hard, biological, and social 

sciences. Network research intersects a number of areas, including epidemiol-

ogy, psychology, sociology, diffusion theory, and competitive strategy. Network 

theory is likely to add substantially to our understanding of how product and 

capital markets develop and change. 

  •  Growth and size distribution . The distribution of fi rm sizes in industrialized 

countries is highly skewed: there are very few large fi rms and many small ones. 

Scientists have observed this pattern for nearly a century. But no one has been 

able to explain the mechanism that leads to this distribution. 

    The distribution of animal size and metabolic rate is also skewed, and in 

a very similar way to fi rm size. Notably, scientists have successfully explained 

the physical conditions between size and metabolic rate. 3  Extension of some 

of these biological and physical principles to the social sciences holds substan-

tial promise. 

  •  Flight simulator for the mind?  I have always been very impressed by the fl ight 

simulators that pilots use for training. These sophisticated machines simulate 

myriad conditions, providing pilots with important experience and feedback 

in a realistic but safe setting. 

    Is it possible to build a simulator that serves the same purpose for inves-

tors? One of the major challenges with investing—especially long-term-oriented 

investing—is feedback. Studies show that clear and consistent feedback helps 

professionals in probabilistic fi elds. While weather forecasters and handicappers 

get accurate and timely feedback, long-term investors don’t. Maybe one day we’ll 

create a simulator that provides investors the training they need to make better 

decisions. Of course, the result will be markets that are even harder to beat. 

 Trillions of dollars are exchanged in global markets every day. Yet despite 
the high stakes and considerable resources researchers have committed to 
understanding markets, there is much we do not grasp. This book cele-
brates the idea that the answers to many of these questions will emerge only 
by thinking across disciplines. 
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   Conclusion: The Future of Consilience in Investing 
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